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Abstract—Crowdsourcing has been shown to be a powerful
method for solving a variety of problems. In this paper, we
introduce an approach for allowing a crowd to help navigate
a visually impaired user to their destination in real-time. Fur-
thermore, we experiment with several approaches in aggregating
and feeding back crowd data to determine the optimal method.
Our approach streams live video from the visually impaired
user’s mobile device to a crowd of sighted volunteers. Each
crowd member is able to provide their opinion on how the
user should proceed and our algorithm aggregates this into a
single opinion that is sent as feedback to the user. In this paper,
we first present the design and implementation of our crowd
sourced navigation system, including webapp design and two
aggregation algorithms: averaging and league leader approaches.
A virtualized user (avatar) is also developed for more controlled
and repeatable testing of aggregation approaches with multiple
crowd sourced volunteers. We also tested two navigation modes:
a real-user controlled avatar, and a program controlled avatar.
Experimental results are provided with the two aggregation
methods and the two navigation modes. Our results show that
we do not have significant difference between the aggregation
methods and the program controlled avatar performed better
than a real-user controlled avatar.

Index Terms—crowd sourcing; mobile; visually impaired; vir-
tual environment

I. INTRODUCTION

With the technology advances in sensors and mobile com-
puting, more and more research and development efforts have
been directed at assisting in navigation for visually impaired
people (VIP). These include wayfinding using a cell phone
camera with fiducial marks [1, 2], automatic cross-walk, bus,
and traffic signal detection [3, 4, 5], stereo vision and/or
RGB-D sensors for blind navigation [6, 7, 8], and label and
signage reading [9, 10]. However none of these have been
robust enough for practical use by blind users. There is still
a long way to go to achieving a wearable vision system
comparable to the Google cars with advanced sensors and high
computing capacities. Alternatively, crowdsourcing assistance
has been studied for various applications for the blind and
visually impaired, elderly, and people in need, such as video
annotation, label reading, and assisted navigation, which offer
promise for real applications.

In this project, we propose a smartphone based crowd
sourced navigation solution with a focus in evaluation in a
virtual environment. To get from point A to point B, a VIP
can use their smartphone to stream video of the view in front of

them to an online portal where a group of “crowd volunteers”
can direct them to their destination. Algorithm developments
include developing a smartphone app to enable such service,
a user-interface of the online portal, and an aggregation
algorithm that transforms a set of volunteers’ directions to
a single response for the VIP. Before we conduct real users
testing, we propose to use virtual environments to simulate
VIP navigation while testing the crowd’s ability in assisted
guidance. Not only does virtual environments give us a more
controlled study (with regards to person safety and inherited
devices limitations), but also allows us to establish ground
truth data for future comparisons, fine-tuning the aggregation
algorithm, and troubleshoot the online portal.

In Section II we discuss related research that has been done
on crowd sourcing and assisting the visually impaired. Sec-
tion ?? describes our system design and Section IV describes
our virtual environment design. In Section V, we examine the
results from our early testing and provide qualitative analysis.
Finally, we present our conclusions in Section VI.

II. RELATED WORK

Many groups have used crowdsourcing to assist blind users.
BlindSquare [11] is MIPsoft’s GPS navigation software for
the iPhone and iPad. It differs from other navigation ap-
plications by using crowd sourced data; it uses Foursquare
for points of interest and OpenStreetMap for street infor-
mation. Jeff Bigham of CMU pioneered the work on label
reading using crowdsourcing in his Interactive Crowd Support
system, VizWiz [12] and his team has collected thousands
of images sent by visually impaired people. Researchers at
Smith-Kettlewell Eye Research Institute use crowdsourcing
for movie annotation for the blind [13]. However, the current
research and services focus on static image queries which are
inadequate for real-time assisted navigation.

So far the technologies in vision recognition are not reliable
enough for successful applications of automated navigation.
On the other hand, smartphone video streaming over Internet
has been a mature technology, and humans are far more
reliable than machines in recognizing situations for daily nav-
igation and reading. Such real time video streaming services
include Skype, Google Hangouts, WebEx, etc. We have also
set up a preliminary crowd navigation testing site exhibiting
the possibility of using real-time video streaming to assist



a blind user in navigating by live feedback from volunteers
online.

Crowdsourcing has proved to be an effective way to collect
large amounts of labels for many machine learning tasks [14,
15]. A key element in crowdsourcing is how to aggregate
the noisy labels. Popular choices include average aggrega-
tion, majority voting, and minimax entropy based approaches
[16, 17, 18]. We plan to further tailor these existing techniques
to address the unique challenges in crowd-assisted navigation,
such as the smoothness of label reliability of the volunteers,
the contextual information of video frames, etc.

Our proposed work is different from existing work in a num-
ber of ways: First, in time constraints: we want to return the
end user the ‘best-effort’ answer within a tight time window,
best in real-time. Therefore, both the response from the crowd
and the consequent processing needs to be done in real-time
or near real-time. Second, a safe, controlled, “ground-truth”
virtual evaluation, based on our previous work in evaluating
multimodal sensors [19] will be incorporated. For this purpose,
a virtual smart phone will be implemented. Finally, data
aggregation incorporating human behavioral study results will
be used. The crowdsourcing data will provide a rich repository
for human behavioral study, which the results of this study will
in turn incorporate in our data aggregation algorithms.

III. SYSTEM DESIGNS

We designed a crowdsourcing approach to multimedia data
sharing and services to the navigation of visually impaired.
The goal of the work is to provide crowd services that are user
accessible (especially for visually impaired), flexible (with
friendly HCI and APIs for the ease of plugging in new apps
to motivate online volunteers for their services), and efficient
(near real time response, and a balanced workload between
mobile phone, the back end system, and the different types
of users). In our research, we use the onboard sensors of a
COTS smartphone (iPhone or Android Phone), such as camera,
compass, GPS, and accelerometer, to assist the navigation of
a blind user. The basic function of the mobile computing is to
stream the video and other sensory information to the crowd
server so that volunteers can use the information to provide
service. In assisted navigation for the blind, volunteers send
back their feedback via voice or typing and the crowd program
combines the results to provide the final feedback to the blind
user, through voice, vibration, or the combination of them,
depending on what the tasks are.

In cases where there are more than one volunteer, each of
them might possibly give a different instruction to the blind
user. Some of the instruction might also be from machine
vision algorithms that provide direction information. Here, we
want to aggregate all the available instructions into a single one
that will be returned to the blind user. Among others, we need
to consider the expertise, the reliability and the reputation (low
reputation might indicate noisy, or even malicious volunteer,
which we want to filter) in the aggregation process. In addition,
we also need to consider asynchronocity of different volunteers
- the frequency of instruction update.

In addition to simply providing a service to the visually im-
paired, this work presents several avenues for future research.
Most notably is the integration of other vision algorithms.
Most notably, vision algorithms can easily be considered as
another member of the crowd providing additional feedback.
This algorithm helps guide the user, but also the algorithm
itself can now easily be tested for accuracy against human
volunteers. Along with, the on-line process and data aggre-
gation in the above and service evaluation with users, an
offline analysis will in turn help better tailor our context-aware
human-computer interfaces and further improve the online
analysis tasks.

We have set up a simple crowd navigation testing site
(http://crowd-navigation.appspot.com/) using the Google App
Engine platform in conjunction with a media server, showing
that it is possible to use real-time video streaming (we use
TokBox [http://tokbox.com/]) to assist a blind user to navigate
by real-time feedback from a volunteer online. In the follow-
ing, we will discuss two main components: wedapp design
and data aggregation.

Towards answering these questions, we begin to isolate the
problems by simulating a blind user (virtual avatar) navigating
in a maze while streaming the view in front of the avatar.
The streamed data will be sent to the online portal where
a group of volunteers will issue directional commands to
the virtual avatar. The virtual environments will allow us to
dynamically vary the number of volunteers and observe how
frequent volunteers update their instruction.

For all experiments, we record time to completion and
accuracy (i.e., did the subject bump into any obstacles?),
in addition to qualitative information. A sighted person will
accompany each visually impaired user for safety.

A. Webapp Design

To effectively utilize the information from the crowd, a
system had to be developed which would allow the instructions
from the crowd to be examined, aggregated, and feedback to
the user in a timely manner. Furthermore, the system must be
easy and interesting to use for the volunteers to be likely to
use it.

To accomplish this, we have developed a webapp through
Google App Engine. Users are able to log into the webapp
using a regular Google account. The visually impaired users
then have the option to create a uniquely identified video
stream which we refer to as a ”room”. When sighted volunteers
log onto the service, they can enter any of the existing
rooms and provide instructions. For any given room, all the
instructions from all the users are collected and aggregated via
various methods (Section III-B).

Each of the crowd volunteers can then be ”graded” on their
input and given ”points” for doing a good job or docked for
malicious behavior. These points can be used in later instances
to weight each user’s feedback.

Having developed the application on Google App Engine
presents several advantages. Among the most notable is that
Google handles the management of accounts. This is important



Figure 1: A screenshot of our webapp at crowd-navigation.
appspot.com

because one major concern is the presence of malicious users.
The use of Google accounts means that it’s easier to determine
which users are those who made an account specifically for
malicious purposes and it is easy to ban such users. In addition,
it’s much easier to keep track of those users who have been
most helpful and award their instructions more weight. App
Engine also always allows for powerful server scaling. Should
the service become popular in the future or even should
there just be a surge in traffic, using App Engine allows our
application to continue working without problems.

The webapp members of the crowd are presented with an
interface (Figure 1) designed to allow them to best assist the
VIP. A panel displays the video being streamed from the VIP’s
phone and location data from the phone can also be used
to give a GPS position for the user on a map. The crowd
member’s feedback is displayed along with all other crowd
members’ instructions and the aggregate that is sent to the
VIP.

In the current iteration of the webapp, the crowd members
are only able to choose between four directions as feedback:
forward, left, right, and stop. This limitation in the level of
feedback is specifically chosen so that our testing can be
simplified and variables can be better controlled. Once the
usefulness and limitations of the system are better known, we
intend to extend its features and capabilities.

On a lower level, implementation of the webapp uses a high
replication non-relational database to store all user account and
room data. Time sensitive data such as the guidance feedback
given by the volunteers is passed through a cache on top
of the database. The video streaming itself uses WebRTC to
broadcast the user’s footage to all crowd members.

B. Aggregation

One of the major concerns and areas of focus for our study
is how the user feedback is aggregated. With a crowd of

users providing instruction, we have to be careful how this
information is relayed to the visually impaired user.

The naı̈ve approach would just be to simply relay every
instruction given from the crowd directly back to the visually
impaired user. This of course would lead to an overwhelming
amount of feedback, possibly conflicting with each other.
Many of the crowd members may have different plans as to
how the user should proceed and the constant changing of the
instruction will be no help at all.

A more reasonable choice would be to take the aggregation
of the instructions given from the crowd and send that back to
the user. This way, only the primary opinion comes through to
the user. There is of course the issue of how a single feedback
message should be calculated from the alternatives provided
by multiple volunteers. One option is to assume that all crowd
members’ instructions are valid. However, this may not always
be true as some instructions may have been submitted after a
time delay that makes them no longer relevant to the current
situation. Instead, the average over a given time interval
relative to the time of the user’s request should be considered.
Every piece of feedback will be based on the directions given
in the relevant time interval. Of course, this raises its own
issues as the time length and delay now plays a major role.
Too short of a time interval will result in many cases where
there is either no input during the interval or a single user’s
input is the only one considered. This leads to a problem that
is almost identical to the naive approach above. On the other
hand, too long of an interval means that the visually impaired
user will not receive feedback until significantly after it is
requested, and likely needed.

Another alternative for the aggregation is the use of a legion
leader [20]. This approach still gathers all the instructions
over an interval of time, but does not to send back a voted
instruction to the visually impaired user. Instead, all the given
instructions are considered and the crowd member who mostly
closely matched the overall opinion of the crowd is chosen
as the ”leader” for the next time interval. The leader is
given complete control during that time interval and only
the leader’s instructions are returned to the visually impaired
user. This approach has several advantages. First, the feedback
is immediately sent to the user. When the leader enters a
command, there is no need to wait for the end of a time
interval to send it to the user. Also, there is no problem with
conflicting plans for how to proceed. One crowd member is
given complete control for a short period of time, so it doesn’t
matter if about half the crowd think the person should go right
around a pole while the other half think the user should go
left. Only the person who is currently the leader picks and by
the time they are no longer in control, the best choice for the
route around the obstacle will probably be decided.

IV. VIRTUAL ENVIRONMENT

Before we conduct real users testings, we propose to use
virtual environments (VEs) to simulate VIP navigation while
testing the crowd’s ability in assisted guidance. While we want
to simulate a realistic environment that the crowd can navigate



Figure 2: View of a VE.

a user in, for simplicity and a more controlled experiment, we
decided to simulate random mazes instead. The purpose of
this experiment is to verify the viability of the system and
aggregation methods, therefore, all mazes are single floor and
only contain one type of obstacles (i.e., walls).

A. Environment Design

We use a game engine, Unity3D, to design five virtual
environments as simple mazes with a single path from start
to destination for each. Although the mazes are randomized,
we had fixed it by storing the seed value, for repeatability. A
view of a maze (from the viewpoint of the avatar, which is not
visible) can be seen in Figure 2. This view is also streamed
to the webapp (left panel of Figure 1) via a screen capturing
software (e.g., ManyCam). The VE also receives aggregated
command from the webapp, which is displayed in the top
central of the view, as well as text-to-speech. The command is
received via standard HTTP GET from the crowd navigation
testing site.

B. Navigation Modes

The virtual avatar can be controlled in one of two modes:
1) automatic; and 2) manual. In automatic mode, the avatar
faithfully obeys the aggregated command received. If a “For-
ward” command is received, the avatar moves forward until a
new (different) command is received. If a turning command
(i.e., left or right) is received, the avatar rotates in place at
a constant speed in the corresponding direction until a new
command is received. A “Stop” command can also be issued,
which will stop the avatar from moving and rotating until a
new command is received.

In manual mode, the avatar is controlled by a real user,
who may or may not be VIP, via a joystick. In either case, the
user will not be able to see the view and can only hear the
command being spoken via text-to-speech. The user can have
the command repeated if he or she missed it. The user may
have taken the wrong turn, in this case, the crowd will have
to correct the user.

C. Data Collection

For each maze and trial run, we collected the avatar’s
position and orientation. We also collected the command that
was received from the webapp/crowd and the response the user

made with regard to it (the automatic avatar always respond to
the command correctly). Furthermore, we recorded how many
times the avatar bumped into wall, whether it’s contributed by
the crowd or by the user. Lastly, we timed each run.

Data is also recorded on the webapp side. Data such as each
individual crowd member’s response, the aggregation method
(i.e., simple sum or legion leader), the aggregated response
that was sent to the VE, the “leader” (only applicable for
legion leader method), and timestamp. Table I summarizes the
variables for which data were collected.

Independent Aggregation
method

Crowd size

Dependent Completion
time

Number of
errors

Shortest distance to des-
tination, if timed-out

Table I: Independent and dependent variables.

V. RESULTS

We have conducted two sets of experiment. In the first
experiment, we generated five different mazes for testing. 16
crowd volunteers participated in this set of tests. For each
maze, we recorded the completion time and the number of
times the crowd directed virtual agent came into contact
with the walls. The ground truth times were obtained by the
experimenters navigating the mazes locally (i.e. without going
through the website aggregation) and without inputs from the
crowd. Table II shows the crowd completion and ground truth
times for all five mazes. The results show that the crowd
completion time is significantly different from the ground truth
time (Two-sample t-test, p=0.0009 at 5% significance level,
df=8).

Figure 3 shows the trajectories of the crowd in mazes 1 –
3, using a simple sum method. While the avatar in mazes 1
and 3 moves exactly to the crowd’s response, maze 2’s avatar
is controlled by another user. The user navigates the maze
based on the crowd’s feedback. This user was able to complete
the maze without bumping into any walls. During this first
set of tests, network issues resulted in blurry, broken video
streaming. With the entire group of crowd members being on
the same network, the issue caused significant problems in this
set of tests, particularly in the later mazes. For these mazes,
the wall contacts could be attributed to slow/delayed network
and low resolution of the video stream. The end-of-experiment
survey also reflects this opinion.

For the second experiment, we constructed mazes with
larger wall/objects such that even when streamed in low
resolution, the view is easy to see. We also worked to
ensure proper network connections by streaming the view
from a high-bandwidth location, slowing down the automatic
avatar’s speed, and increasing some objects’ size (e.g., walls).

Maze # 1 2 3 4 5
Crowd time (s) 513.94 345.47 325.00 258.87 505.94
Truth time (s) 108.01 102.97 159.24 112.40 142.01

Table II: Crowd vs ground truth times in first experiment.



Figure 3: Top down view of mazes 1 – 3 in first experiment,
showing crowd paths, paths with bump, ground truth paths,
origin, destination, and 30-second interval (gray squares)

Maze # 1 2 3 4
Simple sum time (s) 221.64 180.27 292.86 322.79

Legion leader time (s) 219.65 182.41 263.50 228.89

Table III: Crowd times in second experiment.

Furthermore, this experiment also included the legion leader
aggregation method. 11 volunteers participated in the crowd
for this experiment. The number of volunteers in this experi-
ment differ from the previous is because we want to see how
the number of volunteers affect the aggregation methods and
thus the performance of the user/avatar navigating through the
mazes.

Table III shows the crowd completion times for both simple
sum and legion leader aggregation methods. Maze 4’s avatar
is controlled by another user. The user navigates the maze
based on the crowd’s feedback. This user was able to complete
the maze faster using the legion leader aggregation method.
Although the result shows that crowd completion time for
either aggregation method is not significantly different (two-
sample t-test, p=0.432 at 5% significance level, df=6), the
crowd time in Table II vs. simple average crowd time in
Table III is significantly different (two-sample t-test, p=0.074
at 10% significance level, df=7). The number of mazes in this
experiment differ from the previous is because of a subject
withdrawal from the experiment.

Figure 4 shows the trajectories of the crowd in mazes 1
– 3, using a legion leader method. The avatars in mazes
1 to 3 moves exactly to the crowd’s response. The overall
trajectories in this experiment are much smoother than those in
Figure 3. The crowd was also able to navigate the avatar to its
destination in a shorter time. The overall feedback from users
are positive and much improved from the first experiment.
The crowd was able to clearly see the mazes and navigate the
avatar without much of network delay.

VI. CONCLUSIONS AND DISCUSSIONS

This paper describes the design, implementation, and testing
of crowd-based navigation system for the visually impaired.
The system can be easily implemented at low-cost using
a standard smartphone or tablet device that is capable of
streaming data. In particular, an evaluation of the system
is performed using virtual environments. A series of mazes
are designed that allows the crowd to directly control the
avatar or give feedback to a user, who in turn control the
avatar. Although the crowd is consists of more than one
member, only one aggregated response is fedback to the virtual
environment and user. This type of crowd-based navigation
may provide a useful form of assistance for individuals with
visual impairments.

We have conducted preliminary experiments. The first
experiment was conducted with prototype of mazes. User
feedback indicated that the network connection was slow and
thus, resulted in blurry, broken video streaming. With the
second experiment, we addressed the above issues and the
experience was more positive. We also shown that the second



Figure 4: Top down view of mazes 1 – 3 in second experiment,
showing crowd paths, paths with bump, ground truth paths,
origin, destination, and 30-second interval (gray squares)

experiment has a better result, in term of completion time.
Furthermore, we tested two aggregation methods in the second
experiment: simple sum and legion leader. However, we do not
have enough samples to prove one method is better than the
other. Lastly, we had informally tested the smartphone app
for crowd-based navigation where we have a blindfolded lab
member walked from one room to another room on the same
floor based on the aggregated responses provided by the crowd,
where the crowd is consists of the rest of the lab members.
We repeated this with different lab members.

We are planning to conduct more experiments, even large-
scale ones, involving visually impaired people, and more
realistic environments (both real and virtual) and conditions.
We also plan to extend the experiments with a questionnaire
investigating about the understandability of the feedback to the
visually impaired, its timeliness, and the degree of confidence
it provides to the user. The ultimate goal of this project
is to provide an online service for the visually impaired.
Specifically, we want to have a sustainable platform where
we will have perpetual crowd members providing navigation
directions to safely guide a visually impaired person to reach
his/her destination. Other possible applications of this system
can include, but not limited to, scenarios where people may
get temporarily blind (e.g., firefighters surrounded by smoke,
or soldiers in the battlefield at night). Regardless, the main
challenges of obtaining good video quality and critical mass
crowd remain.
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