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large distance is much hard to control. How to generate stereo

Abstract , ; . :
mosaics under a rather general motion with dominant

In this paper we present a novel method for automaticallytranslation is still an unsolved problem and is the focus of

and efficiently generating stereoscopic mosaics by seamleg®is paper.

registration of optical data collected by a video camera 1 1 Related work

mounted on an airborne platform that undergoes dominant

translational motion. There are four critical points discussed In th'ls pape(rj, we wil . aollldress' the dproblem Of. crefatlng
in this paper: 1) Using a parallel-perspective representation, S€amless and geometrically-registered 3D mosaics from a

a pair of geometrically registered stereo mosaics can ben?lcwlr)g camera, tundhertaklng a raluher gerllerza(l)bmptlorll and
constructed before we explicitly recover any 3D information &'0WINg VIEWPOINLS change over a large scale. Lbviously use

under rather general motion. 2) A PRISM (parallel ray of standard 2D mosaicing techniques based on 2D image

interpolation for stereo mosaicing) technique is proposed totransformatlons such as a "?a”'fo'd projection [7] canno_t
nerate a seamless mosaic in the presence of large motion

make stereo mosaics seamless in the presence of moti¢if - : .
parallax and for rather arbitrary scenes. A fast PRISM parallax, particularly in the case of surfaces that are highly

algorithm is presented and issues on stitching point selectioriegular or with Iarge differen_ces i_n heights. Many _researches
and occlusion handling are discussed. 3) The epipolaron seaml_ess mosaics d(_eal with V|o_leo from a rotating camera.
geometry of parallel-perspective stereo mosaics generate@S a tyﬁ'c"’g ﬁxl?jmple, in ger?eratlng S?,aEIeSS 2D dmolsalcls
under constrained 6 DOF motion is formulated, which shows'T™M & hand-held camera, Shum & Szeliski [8] used a loca
optimal baselines, easy search for correspondence an@lignment (de-ghostlng) technique to compensate for the
constant depth resolution. 4) The proposed methods for théma”I gmounft hOf motion Ié)arallax mt:oduced by ka?”
generation of stereo mosaics and then the reconstruction of fanslations of the camera. Rousso, et a [9] suggeste | that &
3D map are efficient in both computation and storage.2D ©rthogonal projection could be generated by taking a

Experimental results on long video sequences are given. pollectlon of strips, egch W'_th a width of one plxel, from
interpolated camera views in between the original camera

1. Introduction positions, but details were not provided. Kumar, et al [10]
) ] ~ dealt with the geo-registration problem by utilizing an

Recently, there have been attempts in a variety of applicationgyajlable geo-referenced aerial image with broader coverage,
to add 3D information into an image-based mosaiCas well as an accompanying co-registered digital elevation
representation. Creating stereo mosaics from two rotatingnap. In more general cases for generating image mosaics
cameras was proposed by Huang & Hung [1]. More practicalyith parallax, several techniques have been proposed to
is the generation of stereo mosaics from a single off-centepyp|icitly estimate the camera motion and residual parallax by
rotating camera by Peleg & Ben-Ezra [2] and Shum & ecovering a projective depth value for each pixel [11-13].
Szeliski [3]. In fact, the idea of generating stereo panoramashese approaches could produce geo-referenced mosaics:
for either an off-center rotating camera or a translatingpgwever, they are computationally intense, and since a final
camera can be traced back to the earlier work in robot visionngsaic is represented in a reference perspective view, there
applications by Ishiguro, et al [4] and Zheng & Tsuiji [S]. The ¢oyid be serious occlusion problems due to large viewpoint

attraction of the recent studies on off-center rotating cameragifterences between a single reference view and the rest of
lies in how to make stereo mosaics with nice epipolariye views in the image sequence.

geometry and high image qualities and how to use them in

image-based rendering. However, in stereo mosaics with én rlmp%rttatriltnp?: f[)f thne work tr:]at forIrI](I)ws 'fna ntievivnmosnzzlcr
rotating camera, the viewpoints -- therefore the parallax -- argepresentatio al can support seamiess mosaicing under a

limited to images taken from a very small area, and theirr?ftgt?nl:]a?it(a)zeraalum10tloTh:ndmgL§?C canrogzgtsure ngr]:ﬁgln t 3D
viewers are constrained to rotationally viewing the stereo 9 P - A

representations. Translational motion, on the other hand, igerspectlvemodel Is selected for representing mosaics in our

the typical prevalent sensor motion during ground vehicleappro‘rjld.1 since It is the closest form to the original
navigation [5] or aerial surveys[6]. In [2] the authors perspectlve video sequence under large motion parallax, yet

mentioned that the same techniques developed for a rotati l§p geometry allow_s us to generate seamless stereo mosaics.
camera could be applied to a translating camera, but it turn 0 accomplish this, we propose a novel technique called

out that there has been little serious work on this topic. A flilc.sel\:tl(pigﬂle;rtr?%e'nstgrp?;ﬁggn forrs Seti{.e Zirrr:]aoseaslcm'?rz o
rotating camera can be easily controlled to achieve the desire iciently v qu pErspectiv ges wi

motion. On the contrary, the translation of a camera over & ramachIIy changing . viewpoints into  the parallel-
perspective stereo mosaics.
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2. Generalized Parallel-Perspective Stereo  Eq. (1) serves a function similar to the classical pin-hole
perspective camera model. Note thg; and T, are not

The basic idea of parallel-perspective stereo mosaics undegficluded in Eq. (1) thanks to the parallel projection in the

1D translation has been proposed by Zhu et al [6], and Chagjirection. Stereo mosaics are generated only with the
& Shum [14], showing the advantages of depth recovery fromknowledge of the camera positions.

parallel projection in both epipolar geometry and depth
resolution. Assume the motion of a camera is an ideal 1D (Ta, Ty, Ta)

translation, the optical axis is perpendicular to the motion, g ... Yoy __..,,_,,,Y| (Txrs Tyr s Tar)
and the frames are dense enough. Then, we can generate two

spatio-temporal images by extracting two colufaBpixels
(perpendicular to the motion) at the front and rear edges of ¥
each frame in motion. The mosaic images thus generated are 2
parallel-perspectivewhich have perspective projection in the
direction perpendicular to the motion and parallel projection

in the motion direction. In addition, these mosaics are

-«

obtained from two different oblique viewing angles of a o right mosaic
single camera’s field of view, so that a stereo pair of left and -e===F >/
right mosaics captures the inherent 3D information. fixation plane Y HIF Yy HIF left mosaic

In this paper, the stereo mosaicing mgchamsm IS generahzed,:ig 1. Parallel-perspective stereo geometry. The X axis and the slit

to the case of 3D translation, assuming that the 3D curved yinqows are perpendicular to the plane of the figure. Both mosaics are
motion track has a dominant translational motion (e.g.Xhe it on the fixation plane, but their unit is in pixel - each pixel

direction in Fig. 1) so that a parallel projection can be yepresents H/F world distances.

generated in that direction. Under 3D translation, parallel ]

stereo mosaics can be generated in the same way as in tR&cause of the way the stereo mosaics are generated, the
case of 1D translation. The only difference is that viewpointsVi€wpoints of both are on the same smooth 3D motion track.
of the mosaics form a 3D curve instead of a 1D straight line.The camera position, of columny in the right mosaic is
Without loss of generality, we assume that two vertical 1-€xactly the camera position of column y+d, in the left
column slit windows havel/2 offsets to the left and right of mosaic (see Fig. 1), i.et;(y) =t;(y +dy)are both only

the center of the image respectively (Fig. 1). We define theynctions of they coordinate. Let us denote the "mosaic
“scaled” vector of a camera positidrF (T, T, T,) (related to displacement" vector in the stereo mosaicssy) =( X, -,

a common reference frame — the first frame in Fig. 1yas  y v |n the general case of 3D translation, the depth of the

(to t, t) =F T/ H in the mosaicing coordinates, wheffeis it can be calculated from the stereo mosaics as
the focal length of the camera, ard is the height of a

fixation plane(e.g., average height of the terrain) where one Z=H(+ ﬂ) P RaF 2

pixel in the y direction of the mosaics corresponds to H/F y 2

word distances in the plane. From the frame in the camergyhich implies that the depth (subtracting camera height
position ¢, t), the front slit will be translated tat{ t+d,/2)  changes) is proportional to the mosaic displacement. The
in the "left eye"” mosaic, while the rear slit will be paced (  corresponding point in the right mosaic of any point in the

t,-dy/2) in the "right eye” mosaic. This treatment reduces theleft mosaic will be on arepipolar curvedetermined by the
distortion of the mosaics in th¥ direction. Here we assume |eft point and the 3D motion track, i.e.

that the translation in th& direction is very small compared _—
to the heightH so that scale changes of the same regions in b,Ay +b,d, (X —X’TX')/F
the stereo mosaics are small. Ax =

Ay+dy +b,dy /(2F)

Suppose the corresponding pair of the 2D points (one from
each mosaic),X,y)) and &.y), of a 3D point K,Y.3, is where b, (y,Ay) =[ty (yi +dy +Ay) ~t,(y)] and b,(y;,Ay) =
generated from original frames in the camera positionsy (y, +dy +0y) -ty (y)] are “baseline” functions in the
(T, Ty, T) and (T, Ty T) respectively. The parallel- . . .
perspective projection modedf the stereo mosaics thus and z directions of variables) and 4y. Hence AXis a
generated can be represented by the following equations ~ nonlinear function of position X, y) as well as
displacemenfly , which is quite different from the epipolar

®)

[_X-T T, Y z-T dy (i
(4. y) =fFZ_7TX'+ Fﬁ', Fﬁ-(TZ'-l)%(] o geometry of two-view perspective stereo. The reason is that
l a image columns with differenty, coordinates in parallel-
(%, y,) = g,: X=Txr ypg e Y, (Z ~Tar -1 dyg perspective mosaics are projected from different viewpoints.
27Tz H H H 2 Since a fixed angle between the two viewing rays is selected

for generating the stereo mosaics, the "disparitielg)’ ¢f all
instead a geometry of optimal/adaptive

2

1 We assume that the scanlines of the camera are in the motion directiorpomtS are fixed;
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baselines If,= d,+4y) for all the points is created. In other 18(°. Third, the rate of change of the angular orientation
words, for any point in the left mosaic, searching for the parameters must be slow enough to allow overlap of
match point in the right mosaic means finding an original successive images. These constraints are all reasonable and
frame in which this match pair has a pre-defined disparity (byare satisfied by a sensor mounted in a light aircraft with
the distance of the two slit windows) and hence has amormal turbulence. Within these constraints, the camera can
adaptive baseline depending on the depth of the point. undergo six DOF motion. There are two steps necessary to
If the motion of the camera is constrained to a 2D translatiordenerate a rectified image sequence that exhibits only 3D

in the XY plane (i.e.T,=0), the depth of the point can be translation, and from which we can subsequently generate
simply derived as seamless mosaics:

Camera motion: 3D rotation + 3D translation

z=Ha+) “
dy === oo -—--—---=—= T—-->Y

The stereo mosaic displacemetytis a function of the depth
variation of the scene around the fixation plane H (which is
almost true in the case of 3D translation). It is interesting to
note that since the selection of the two mosaic coordinate ath of the camera: 3D translation
systems brings a constant shftto the scaled "baseline”, it X
produces the fixation of the stereo mosaics to a horizontal . .
"fixation plané of an average heightl. This is highly E YARVA | AN/
desirable for both stereo matching and stereoscopic viewing. X7 Rectified image frames
The epipolar curve under 2D translation becomes

Original image frames

Fig. 2. Image rectification. (a) Original and (b) rectified image sequence.

_ Ay 5
£x= by (y1.4) Ay+d, ®) Step 1. Camera orientation estimatiorJsing an internally

o . . . pre-calibrated camera, the extrinsic camera parameters
which is only a function of positiony, andAy, but iS  (camera orientations) can be determined from an aerial
independent of the coordinate We have three conclusions instrumentation system (GPS, INS and a laser profiler) [15]
for the epipolar geometry of the parallel-perspective stereo: and bundle adjustment techniques [16]. The detail is out the

1) In the general case of 3D translatipif we know the ~ scope of this paper, but the main point here is that we do not

range of depth variation plus camera height chang#s,,, ~ Need to carry out dense match between two successive
the search reaion for the corresponding point in the i h,[frames. Instead only sparse tie points widely distributed in
o gd p P 9p e  two images are needed to estimate the camera
MOSAIC 1S ay 0f-—F aZpy +--0Zp] (from Eq. (2)), and along an  ientations. While the full calibration of parameters in all
epipolar curve, which is different for every point,(y) in camera positions is a very difficult task in video, we have
given a practical treatment [17] where nice stereo mosaics

eneral (Eq. (3)).
g (Ea. (3) . . can be obtained without calibration. The results will be
2) In the case of 2D translatigrthe epipolar curve for a  jiscussed in Section 7.

given point &,y in the left mosaic passes through the L . . .
location (&) in the right mosaic (Eq. (4)), which implies Step 2. Image rectificatiorAn image rotation transformation

that the stereo mosaics are aligned for all the points whos& @Pplied to each frame in order to eliminate the rotational
depths areH. The same epipolar curve function (ofi and component;(Flg. 2Db). In fact we .only .need to do this kind Qf
Ay) is applied to all the points in the left mosaic with the transformation on two narrow slices in each frame that will

samey; coordinate. con;rlbute incrementally to e.ach.of the stereo mosaics. In our
) i ) motion model, the 3D rotation is represented by a rotation
3). In the ideal casewhere the viewpoints of Stereo mayrix R, and the 3D translation is denoted by a vector
mosaics lie in a 1D straight line, the epipolar curves will turn (T, T,,T). A 3D pointX, = (X Yi.Z)" with image coordinates
out to be horizontal lines. Therefore we can apply most of theukx,:y’(uk v, 1) at current ,fra,mek can be related to its

existing stereo match algorithms for rectified perSpECtivereference coordinates= (X, Y, ZJ by the following equation
stereo with little modification.
X =Ry Xy + Ty (6)

3. Mosaicing under 6 DOF Motion In the image rectification stage, a projective transformation

This section discusses how to generate stereo mosaics undefa is applied to framek of the video using the motion
more general motion (6 DOF). To generate meaningful andParameters obtained from the camera orientation estimation
seamless stereo mosaics, we need to impose some constraiftep:

on the values and rates of changes of motion parameters of a w: 00(
camera (Fig. 2a). First, the motion must have a dominant UE OA Uy Ay =FRkF‘1, E="0F0 (7)
direction. Second, the angular orientation of the camera is ﬁo 01

constrained to a range that precludes it turning more than
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from each frame, and perform local registration between the
. . _overlapping slices of successive frames. We then directly
the camer_a_'s chal length. The resul'glng video sequence W"benerate parallel interpolatedays between two known

be a rectified image sequence as if it was captured by gjscrete perspective views for the left (or right) mosaic. Our
“virtual” camera undergoing 3D translatiofT,(T,,T). We  gnnroach is similar to image synthesis by view interpolation,
assume that vehicle's motion is primarily along tfieaxis  \yhich has been well studied in image-based rendering [18].
after eliminating the rotation, so we will hav&<<T, ,  Forunately in our case, we only need to perform small
T,<<Ty. This implies that the mosaic will be produced along nymper ofparallel-perspective ray interpolatioimstead of a
the Y direction. If the translational component in the Z complete view interpolation between a pair of successive
direction is much smaller than the distance itself, we use gmages. In addition, the distance between two successive
scaling factor in the rectification for each frame 10 \iews are small, so the synthetic parallel-perspective rays

compensate for the Z translation so that the rectified sequenqgayyeen the two known views are not subject to serious
will only exhibit 2D translation [17]. Beside the nicer eclusion problems.

epipolar geometry, the corresponding image patches in stereo
mosaics will have similar scales so that direct methods for (Txi Tyi)
stereo matching can be used. (T Ty) ===~

4. PRISM: Mosaicing with Motion Parallax
1%fixed line

Due to large and possibly varying displacements betweeny,= d,/2
each pair of successive frames in the image sequence,
extracting one-column slices from each frame is not sufficient

to form uniformly dense mosaics. There are two existing
approaches for solving this problem. In a "manifold mosaic"

where uE is the reprojected image point of frame k, and F is

(Tx*+Sc, Ty*+S)

2" fixed line

-
-

IP of 2™

fixed line

IP of
=N interpolated

[7], each image contributes a slice to the mosaic. For a \ fixed line
translating camera, a manifold mosaic can be modeled as a e
multi-perspective imageach sub-image (with more than one X ’(x,yyz)
column) is full perspective, but sub-images from different N7

frames will have different viewpoints (Fig. 3a). This will  Fig 4. PRISM: Ray interpolation by local match and ray re-projection
cause geometric misalignments (seams) in the mosaic due to

motion parallax under translation over surfaces with height-€t US €xamine the PRISM approach more rigorously in the
variation. In the "3D mosaic + parallax" approach [11], a ¢@S€ of 2D translation after image rectification. The extension

dense parallax map needs to be calculated for every pair §P 3D translational case is quite straightforward; only the
frames, and then additional pixels are added into the existingeneralization of Egs. (8) and (9) in the following are needed.

mosaic that is represented in the single reference perspectiVarst We define the central column of the front (or rear)
mosaicing slice in each frame adiged ling which has been

view.
Rear slice  Front slice : Both have determined by the camera'’s location for that frame and the
T : m columns (m>=1) pre-selection of the front (or rear) slice window (Fig. 4, Fig.
it | | Perspective image ; ; ; ; ;
Ravs of left view <1 P g 5). An interpretation plane (IP) of the fixed line is a plane

. / Rays of right view passing through the nodal point and the fixed line. By
W\~ Multi-perspective /) definition, the IPs of fixed lines for the left (or right) mosaic
@ mosaics 4 are parallel to each other. We take the left mosaic as an

example. Suppose thag( S) is the translational vector of
the camera between the previou§)(frame of viewpoint T,

T,) and the current (®) frame of view point T,+S,, T,+S)
(Fig. 4). We need to interpolate parallel-perspective rays
between thdixed linesof the 1st and the 2nd frames for the
mosaicing image. For each point,(y.)(to the right of the

Left view Riaht view
Ray interpolation

Ravs Qf left view ays of right view

~ . Parallel-perspecti
mosaics, -

Left view Right view fixed line yo=d,/2) in frame(T,, T,), which will contribute to
Fig. 3. Dense stereo mosaics with multi-perspective projection and the left mosaicwe can find a corresponding poing(ys) (to
parallel-perspective projection. the left of the fixed line) in frameT+S,, T,+S,). We assume

o ) that (x;, y1) and &, y,) are represented in their own frame
How can we generate seamless mosaics in a computationaligordinate systems, and intersect at a 3D poiY . Then
effective way? The key to our approach lies in the parallel-yg parallel reprojected viewpoint T, T,) of the

perspective representation and a novel PRI&r&llel ray correspondence pair can be computed as
interpolation for stereo mosaicin@pproach. For each of the (yi-dy/2)
1 My

left and right mosaics, we only need to take a front (or rear)Tyi =Ty +

. o : . . o Sy i =T +Si(ryi -Ty) ®
slice of a certain width (determined by the interframe motion) Y1-Ye y
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where T, is calculated in a synthetic IP that passes throughtranslational parametergt,” t,%) and (t*® t,“"). Then an
the point K,Y,4 and isparallel to the IPs of the fixed lines "ideal" straight stitching line lies in the middle of the two
of the first and second frames,; is calculated in a way such fixed lines. Thus we have two overlapping slices, each of
that all the viewpoints betwee(T,) and [T+S,, T,/ +S)) lie which starts from the fixed line and ends a small distance
in a straight line. The mosaicing coordinates of theaway from the stitching line (to ensure overlapping) (Fig. 5).

interpolated ray from this pair are Step 2. Match and ray interpolation -Match a set of
B Sy dy B y 9 corresponding points as control point pairs in the two
X =ty +X1_S_y(y1_7)' Vi Styit—- ©) successive overlapping slicesP{(, P»), i = 1,2,...N, in a

given small region along epipolar lines, around the straight
where ¢ .t)=(F T,/ H, F T;/ H) is the "scaled" viewpoint  stitching line. We use a correlation-based method to find a
of the interpolated IP that includes the ray. pair of matching curvegassing through the control points in
We have noticed that view interpolation has been suggestethe two frames. The control point pairs are determined by
to generating seamless 2D mosaics under motion parallax [9[neasuring both the gradient magnitudes and the correlation
The authors noted that in order to overcome the parallaxalues of a small window centered at the control point. Then
problems, intermediate images could be syntheticallythe destination locationg; (i=1,...,N) of the interpolated rays
generated between two original frames, and thus narrowef the mosaic is computed for each corresponding [y, (
strips used. Our work is different from theirs in two aspects.P2) using Eq. (9). A curve that passes through the point list
First, our approach igirect and much more efficient. We do {Q: (i=1,...,N)} is defined as thestitching curvewhere the
not need to generate many new images between each pair Bf0 slices will be stitched after image warping (Fig. 5). Both
original frames. Instead we directly generate interpolated ray$he€ matching pairs and the destination points fazorves
for the parallel-perspective mosaics from only two slices of ainstead of straight lines due to the depth variation of the
pair of successive frames. Second, we proposed to stitch tw@ontrol points.
images in the middle of the two fixed lines and to considerStep 3.Triangulation- Select two sets of control poin®&,;
the occluding problem so that views of points in the original (m=1,2; i=1,...N-) on the fixed lines in the two frames,
images are as close as possible to the rays of the finakhosex coordinates are determined by the fixed lines and
mosaics. These issues will be further discussed in the nexyhose y coordinates are the averages Bf; and P

m,i+1

two sections. (m=1,2) for good triangulation. Magr;; and Ry into the
. mosaic coordinates &; and S, (i=1,...N), by solely using

5. A Fast PRISM Algorithm interframe translationg," t,%) and(t"" t“"). For thekth

We have designed a fa8D mosaicingalgorithm based on frame, we generate two sets of corresponding triangles (Fig.
the proposed PRISM method. It only requires matchesP): the source triangles by point se®,} and {R;}, and the
between a set of point pairs in two successive images aroun@destination triangles by point set®Q} and {S}. Do the
their stitching line which is defined as a virtual line in the Same triangulation for thgk-1)stframe.

middle of the two fixed lines (Fig. 5). Note that this stitching Step 4.Warping - For each of the two frames, warp each
line is where a2D mosaicmethod is supposed to smoothly source triangle into the corresponding destination triangle,
interface the two successive slices. The fast PRISM algorithnunder the assumption that the region within each triangle is a

consists of the following four steps: planar surface given small interframe displacements. Since
1) ¢ (k- i [ - ination triangles in the mosaic have the
VLD | stitchipg line (1,00 the two sets of destination trian r _
MR 2 Y )l c‘(smh'm line same control points on the stitching curve, the two slices will
frame k-1 | [ramek [T be naturally stitched in the mosaic.
| 2P {Pu} {Pa} ¢
A |matding curvel 2 6. More Discussions on Ray Interpolation
K = T < {R }
Rufe near stitchin lin@\k 2i . . .
{)l',}: 5‘: N 6.1. Determining stitching points
fixed line \\* S B fixed line In principle, we need to match all the points between the two
L fixed lines of the successive frames to generate a complete
(S} (s} parallel-perspective mosaic. In an effort to reduce the
points  on fixed/y %— points in-between are computatlon_al complelz'xn_y, t_he fast ITRISM algorithm only
lines dinat chana interpolated by morphing matches points on a "stitching curve" close to the center of
. the two fixed lines. The rest of the points are generated by
mosaic . image warping for one of the two frames, assuming that each

{Q} points on stitching curve
are accurately reprojected

Fig. 5. Image morphing and stitching

triangle is small enough to be treated as a planar region. The
locations of the stitching curves in the fast PRISM algorithm
enable us to use the closest existing views to generate
Step 1.Slice determination Determine the fixed lines in the parallel-perspective rays. Using sparse control points and
current framek and the previous framie-1 by their 2D scaled ~image warping, the fast PRISM algorithm only approximates

5
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the parallel-perspective geometry in stereo mosaics. However, 7. Experimental Analysis
the proposed PRISM approach can be implemented to use ) ] )
more feature points ( thus smaller triangles) in the7.1. Parallax analysis and ray interpolation

overlapping slices so that each triangle really covers a planagig. 7 shows a real example of the local match and ray
patch or a patch that is visually indistinguishable from ajnterpolation, where the interframe motion &, &) = (3, 36)
planar patch. Further experiments are underway. pixels, and points on the top of a long narrow building have
6.2. Dealing with occlusion 1-2 pixels of additional motion parallax. As we will see next,

If the distance between two successive views is small, thu:g,he 1-2 pixel geometric misalignments, especially of linear

the synthetic rays of parallel-perspective projection betweer‘?trucmre_s‘ are cle_arly V'S'ple to human Eyes. Moreover, the
perspective distortion causing the seams will introduce errors

the two known views are not subject to serious occlusion.n 3D reconstruction using the parallel-nerspective aeometr
problems, since the two frames have almost the samé 9 P persp 9 Y

occlusion relations. However, if the interframe motion is not Of stereo mosaics. In this example, the distance between the

small, we need to consider the problem of where to select thg\?grtaagdh;?i tri?t[h?alI;ngllng;r\g:r:?r:mlt%i p'ﬁjih tge
stitching points for best view synthesis under obvious 9 9 9

occlusions. Fig. 6 shows an example on how the fast PRISM’300 m. The relativey displaceme_nt c.)f the building rpof (to
algorithm can be improved to work in the presence ofthe. ground) in the stereo mosaics is abzim: -12 E'XEB'
occlusion. First, a pair of corresponding points at theUsmg Eq. (4) we can computed that the absolutlfe de_ptrl of
occluding boundaries that can be seen in both images igw_ roof from the camera & = 28_1'25 m, and the reIapve
selected as the stitching point. Then those points that can onfj€ight of the roof to the ground iaZ = 18.75 m. A 1-pixel
be seen from the first image are warped from the first imageMisalignment will introduce a depth (height) error & =
to the mosaic. Note that different treatments should be madé-56 M, even if the stereo mosaics have extremely large
be for the cases of re-appearances and occlusions, and for leffisparity” (©,=192). ~ While the relative error of the
mosaics and right mosaics with different viewing directions. "absolute” depth of the roofdZ/2) is only about 0.55%, the
relative error of its "relative" height &/AZ) is as high as
Ty Ty S 8.3%. So geometric-seamless mosaicing is very important for

E\)( l\ accurate 3D estimation.
! NI/
i v

\

\

Ny Y
\

= L | A
s . a +
NN stitching point @) ‘l., L !( ) 4 BFiX
| W\ is a corner and + :ﬁfgt:in = = (ife
Occlusion region : line [ ¢
that cannot be see L
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6.3. From 3D to 1D track of viewpoints

Recall that in the fast PRISM algorithm, we do not change
the viewpoints of the fixed lines of the existing frames. As a ',- 1
result, the viewpoints of the stereo mosaics are on the original -

(3D) camera path. If we yvant .to gene rate a pair of p‘.”‘ra"e." Fig. 7. Local match and triangulation. Portions of (a) the first and (b)
perspective stereo mosaics with horizontal epipolar lines in the second frames with (3, 36) pixels interframe motion. The light

the case of 3D translation, we need to completely generate g een) crosses show the initially selected points in the previous frame
stereo mosaics with all the viewpoints along a straight line. anq its initial matches in the current frame by using the global

That is to say we need to synthesize every pixel in the stereo yansformation. The dark (blue and red) crosses show the correct final
mosaics instead of directly copying the original pixels on the atch pairs by feature selection and correlation. The fixed lines,

"fixed lines". The solution here is to fit a straight track using stitching lines and the triangulation results are shown as yellow. The

the points along the real 3D camera path, and then generatéocal match results show that control points on the roof of the narrow
synthetic parallel-perspective rays along the fitted straight building have larger motion parallax than ground points.

track by using the known camera views. In principle, the . ..

similar ray interpolation technique as the PRISM approach in/ -2. Practical treatment and 3D mosaicing results
Section 4 can be used. The ray synthesis will be better if th&he 3D camera orientation estimation techniques using
3D camera path does not vary too much from the fittedbundle adjustments to generate georeferenced stereo mosaics
straight track. It is one of the interesting issues we will were still being developed as this paper was written.
investigate further. Consequently, Fig. 8 shows the “free” mosaicing results

6
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where camera orientations were estimated by registering theoted that the parallel-perspective stereo mosaics were
planar ground surface of the scene via dominant motiorcreated by the fast 3D mosaicing algorithm PRISM, with the
analysis (for the detailed algorithm please see [17]) withouttamera orientation parameters estimated by the same
camera calibration and bundle adjustments. However thelominant motion analysis as in Fig. 8. Here, the fixation
effect of seamless mosaicing is clearly shown in this exampleplane is a "virtual" plane with an average distande390 m)

and such practical treatment can be applied to many imagdrom the scene to the camera. However, promising depth
based rendering and VR applications not requiring geoinformation has been obtained. Work on 3D recovery from
referenced mosaics. For evaluating our fast PRISM algorithmparallel-perspective mosaics with accurate camera orientation
we compare three cases: Fig. 8a shows a tile of the multiand sub-pixel geometric-seamless mosaicing is underway.

perspective mosaic generated using 2D mosaic method from a )
temporally sub-sampled image sequence (every 10 frames, 8- Concluding Remarks and Future Work

.e. the interframe motion is about 40 pixels). Geometric\ye have studied the representation geometry and generation
misalignments (seams) at the interfaces of successive sliceg 5 parallel-perspective stereoscopic mosaic pair from an

are obvious, especially along building boundaries with depth 346 sequence captured by a camera with constrained 3D
discontinuity. Fig. 8b shows a tile of the parallel-perspective tation and 3D translation. The inherent 3D feature of the

mosaic of the same temporal sub-sampled image sequence &3reo mosaics includes two aspects: (1) A 3D mosaicing
in Fig. 8a but this time the proposed 3D mosaicing algorithmpocess consists of a global image rectification that eliminates
PRISM is used. Most of the geometric seams visible in Fig..qation effects, followed by a fine local transformation and
8a are eliminated in Fig. 8b. Fig. 8c shows a tile of a multi- 5y jnterpolation that accounts for the interframe motion
perspective mosaic when all the frames are used (i.e. hgara)jax due to the 3D structure of a scene. (2) The final
interframe motion is less than 4 pixels). In this case the multi-,qqaics are a stereo pair that embodies 3D information of the
perspective mosaic is very close to a parallel-perspectivgcene with optimal baseline. In the PRISM approach for
mosaic; however, there are still "seams” in some places, €.4,rqe_scale 3D scene modeling, the computation of "match” is
areas indicated by a rectangle. It can be seen that the sparsggiciently scattered in three steps: camera pose estimation,
sampled parallel-perspective mosaic is better than the densgy,,ge mosaicing and 3D reconstruction. In estimating camera
sampled multi-perspective mosaic since local matches alonggses (for image rectification), only sparse tie points widely
stitching  lines  eliminate - misalignments  between WO gisyriputed in the two images are needed. In generating stereo
successive slices. These mlsallgnmt_ents may be mtro_duced osaics, matches are only performed for ray interpolation
3D structure of the scene, errors in motion modeling anGyepyeen small overlapping regions of successive frames. In
errors in camera motion estimation. The fast PRISM qing stereo mosaics for 3D recovery, matches are only
algorithm also results in a great saving of space and tiMegried out between the two final mosaics, which is
since the algorithm will work on a highly sub-sampled equivalent to finding a matching frame for every point in one
sequence. of the mosaics with a fixed disparity. Thus stereo mosaics
7.3. 3D reconstruction from stereo mosaics using parallel-perspective projection are a compact and

There are two benefits of generating a seamless stereo mos&i&ICient way to represent 3D information of a scene over a
pair. First, a human can perceive the 3D scene with a stere{379€ Spatial scale under a rather general motion. Future work
mosaic pair (e.g. using polarized glasses) without any 3dncIUQes calibration estlmatllon for geo-mosaics, seamless
recovery [17]. Second, for 3D recovery, matches are onlyn0S@ics under large motion and occlusion, and 3D
performed on the stereo mosaics, not on individual video™€construction of urban scenes from stereo mosaics.

frames. Stereo mosaic methods also solve the baseline vers@gknowledgements

field-of-view (FOV) dilemma efficiently by extending the i work is partially supported by NSF EIA-9726401, and
FOV in the direction of the dominant motion. More NgE cNPg EIA9970046. The authors would like to thank
important, the parallel-perspective stereo mosaics have fixeglo\vard Schultz for generating the depth map using his

“disparities” and optimal/adaptive baselines for all the points.to rest system, and Harpal Bassali for implementing the fast
As an example, Fig. 9 shows the derived "depth” map (i.e.pR|gm algorithm.
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Fig. 8. Mosaics of a campus scene from an
airborne camera. The parallel-perspective
mosaic shown is the left mosaic
generated from a sub-sampled "sparse”
image sequence (every 10 frames of a
1000-frame sequence) using our 3D
mosaicing algorithm PRISM. The three
zoom images compare (a)multi-
perspective mosaic of sparse image
sequence (with geometric seams in the
indicated areas, especially within the
circles where depth changes); (b) parallel-
perspective mosaic of sparse image
sequence (no seams) and (c) multi-
perspective mosaic of dense image
sequence (using all the 1000 frames).

@

Fig. 9. (a), (b) Stereo mosaics, and (c) the "depth” map of the 3D
mosaicing of a forest scene. The offset of two slit windows is 224 pixels
in generating stereo mosaics. In the depth map, higher elevation (i.e.
closer) is brighter. For 3586x1381 full resolution mosaics and
stereoscopic displays, please visit our web site at [20].



