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 
Abstract—For automating the remote voice detection using a 

Laser Doppler Vibrometer (LDV), we integrate a Pan-Tilt-Zoom 
(PTZ) camera, a mirror and a Pan-Tilt-Unit (PTU) with the LDV 
to form a multimodal sensing system. With the assistance of vision 
and active control components, the LDV can automatically select 
the best reflective surfaces, point the laser beam to the selected 
surfaces, and quickly focus the laser beam. For accomplishing 
these functions, distance measurement and sensor calibration 
methods are proposed using the triangulation between the PTZ 
camera and the mirrored LDV laser beam. Based on both the 
measured distances and the return signal levels of the LDV, a fast 
and automatic LDV focusing algorithm is designed. Furthermore, 
strategies and related image processing techniques in surface 
selection and laser pointing are designed. Experimental results 
are shown to validate the performance improvement of the LDV 
in remote automatic voice detection by using the multimodal 
system. 
 

Index Terms—Automatic voice detection, laser Doppler 
vibrometer, multimodal sensing, stereo vision 
 

I. INTRODUCTION 

COUSTIC sensing and event detection is receiving a 
growing interest by the scientific community. It can be 

used for audio-based surveillance, including intrusion detection 
[1], abnormal situations detection in public places such as 
banks, subways, airports, and elevators [2], [3], underwater 
acoustic environment monitoring [4], and etc.. It can also be 
used as a complementary source of information for video 
surveillance and tracking [5], [6],  where audio-visual 
integration has been successfully utilized in a wide range of 
security applications, such as automatic speech recognition, 
human activity recognition and human tracking. The 
audio-visual integration is also used in humanoid robots in 
order to response to a human’s voice instructions and visual 
behaviors [7].  However, in these systems, the acoustic sensors 
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are typically microphones that need to be placed close to the 
subjects of interests. Furthermore, these acoustic sensors need 
to be fixed on pre-determined places. If the targets move out of 
their sensing ranges, they will not be able to obtain any signals. 
Parabolic microphones, which can capture voice signals at a 
fairly large distance in the direction pointed by the microphone, 
could be used for remote hearing and surveillance. But it is very 
sensitive to noise caused by the wind or the sensor motion, and 
all the signals on the way are captured. Therefore, there is a 
great necessity to find a new type of acoustic sensor for remote 
voice detection.  

Recently, Laser Doppler vibrometers (LDVs) have been used 
in the inspection industry and other important applications 
concerning environment, safety and preparedness that meet 
basic human needs. Laser Doppler vibrometers such as those 
manufactured by Polytec [8] and B&K Ometron [9] can 
effectively detect vibration within two hundred meters with 
sensitivity on the order of 1μm/s. Whenever the LDV can 
obtain a return signal from a surface that is vibrated due to 
structural, environmental and other causes, it can detect the 
vibration signals. In bridge and building inspection, the 
non-contact vibration measurements for monitoring structural 
defects eliminate the need to install sensors as a part of the 
infrastructure [e.g.,10]. In security and perimeter applications, 
an LDV can be used for voice detection without having the 
intruders in the line of the sight [11], [12]. In medical 
applications, an LDV can be used for non-contact pulse and 
respiration measurements [13]. In search and rescue scenarios 
where reaching humans can be very dangerous, an LDV can be 
applied to detect survivors which are even out of visual sight. 
Blackmon and Antonelli [14] have tested and shown a sensing 
system to detect and receive underwater communication signals 
by probing the water surface from the air, using an LDV and a 
surface normal tracking device.  

However, in most of the current applications, such systems 
are manually operated. In close-range and lab environments 
this is not a very serious problem. But in field applications, 
such as bridge/building inspection, area protection or search 
and rescue applications, the manual process takes a very long 
time to find an appropriate reflective surface, focus the laser 
beam and get a vibration signal; more so if the surface is at a 
distance of 100 meters or more. For example, using a COTS 
Polytec LDV (OFV-505), it takes about 15 seconds for the laser 
focusing on a surface.  

In this paper, we integrate the LDV with a Pan-Tilt-Zoom 
(PTZ) camera, and a mirror on a Pan-Tilt-Unit (PTU). The 
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integrated multimodal system can automatically detect 
reflective surfaces and aim the LDV laser beam with the aid of 
analysis of the video images obtained by the PTZ. The 
distances and orientations of the reflective surfaces can then be 
measured by using stereo vision between the PTZ camera and 
the mirrored LDV laser beam. The emitted ray of the LDV can 
be quickly and automatically focused by using both the surface 
distance and the LDV signal level. The system can be viewed as 
a visual servo system to enhance the functionality of another 
measurement device (namely LDV), which adds a novel use to 
the spectrum of vision systems for Mechatronics applications 
such as multi robot localization [15], [16], [17], human-robot 
interaction [18], [7], to name a few. The vision add-ons also 
provide other sensing modalities (visual and range) that are 
usually important and necessary in inspection and surveillance 
applications. 

This paper has three main contributions. First, an automation 
and real-time performance of the LDV measurements is 
achieved using computer vision techniques and multimodal 
signal feedback. Second, a novel stereo vision configuration is 
constructed with heterogeneous sensors that capture video and 
audio signals respectively, and a calibration method of the 
multimodal sensing system is proposed. Finally, a new 
multimodal sensing platform is designed that could obtain 
audio, video and 3D information using cost-effective add-ons, 
thus greatly expand the functionalities of the laser vibrometer 
for long-range sensing. 

The rest of the paper is organized as follows. Section 2 
introduces the basic principles, discusses issues of remote voice 
detection using an LDV sensor, and then gives an overview of 
our solution to these problems. In Section 3, and the methods 
for depth measurement and sensor calibration are proposed. In 
Section 4, the automatic LDV focusing algorithm is described. 
Section 5 discusses the automatic reflection surface selection 
and the laser beam pointing strategies. Section 6 presents some 
experimental results. Finally, we conclude our work and discus 
future work in Section 7.  

II. VISION AIDED LONG RANGE VOICE DETECTION 

A. A novel sensor and the unmet needs 

A LDV works according to the principles of laser 
interferometry. Measurements are made at the point where the 
laser beam strikes the structure under vibration. In the 
Heterodyning interferometer (Fig. 1), a coherent laser beam is 
divided into object and reference beams by beam splitter BS1. 
The object beam strikes a point on the moving (vibrating) 
object and light reflected from that point travels back to beam 
splitter BS2 and mixes (interferes) with the reference beam at 
beam splitter BS3. If the object is moving (vibrating), this 
mixing process produces an intensity fluctuation in the light. A 
detector converts this signal to a voltage fluctuation. The 
velocity v of the moving object is directly obtained by a digital 
quadrate demodulation method [19].  

Most objects vibrate when wave energy (including voice 
waves) is applied on them. Though the magnitudes of the 
vibration caused by voice waves are very small (usually in 

nanometer level), this vibration can be detected by the LDV. 
The relation of voice frequency f , velocity v and magnitude 

m of the vibration is  

fmv 2                                     (1) 

Note that the velocity v is directly proportional to 

frequency f . The Polytec LDV sensor OFV-505 and the 

controller OFV-5000 we use in our experiments can be 
configured to detect vibrations under several different velocity 
ranges: 1 mm/s/V, 2 mm/s/V, 10 mm/s/V, and 50 mm/s/V, 
where V stands for velocity. For voice vibration of basic 
frequency range from 300 to 3000 Hz, we usually use the 
1mm/s/V velocity range. The best resolution is 0.02 μm/s under 
the range of 1mm/s/V, according to the manufacture’s 
specification (with retro-reflective tape treatment). Without the 
treatment, the LDV still has sensitivity on the order of 1.0 μm/s. 
This indicates that the LDV can detect vibration (due to voice 
waves) at a magnitude in nanometers without retro-reflective 
treatment or even picometer with retro-reflective treatment.   

 

 
Fig. 1. The modules of the Laser Doppler Vibrometer (LDV) 

 
There are two important issues that have to be considered in 

order to use a LDV to measure the vibration of a surface caused 
by the voice of a subject at a large distance. First, the intensity 
of the reflected laser beam, back to the LDV, should be 
sufficiently strong; otherwise the intensities of the reference 
beam and the object beam will have a big difference, and 
consequently, the contrast of interferometric fringe will be too 
low for detecting the subject’s sounds. Second, the spot size of 
the LDV laser beam on the surface should be very small. If the 
laser spot is large, so will be the number of scattering centers 
and the angular dependence of the path length differences in a 
given direction.  Since the speckles thus created have different 
phases, they will cause speckle noise in the vibrometer signal 
output. This speckle noise will have strong or even 
overwhelming negative effects on the acquired voice signals. 
This indicates that whenever a new surface is selected, the LDV 
must be re-focused. However, the built-in automatic focusing 
of the LDV (if any) is usually very slow. As an example, the 
Polytec 505 LDV takes about 15 seconds to focus the laser 
beam on the surface of a target. This will be very problematic if 
we need to constantly switch the LDV laser beam to different 
surfaces for target tracking or for area search, particularly for 
target(s) in a large distance. Therefore, both surface selection 
and fast focusing are crucial for the LDV to acquire 
high-quality long-range audio signals in these scenarios. 
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Fig. 2. System setup of the vision-aided LDV. Left: an illustration of the system 

configuration; Right: a real experimental setup. 
 

B. Our solution 

To solve the above two problems in using the LDV for voice 
detection, we have designed a multimodal system that 
integrates the LDV with a PTZ camera and a small mirror 
mounted on a PTU (Fig. 2). The direction of the laser beam of 
the LDV is controlled by the reflection mirror. The images 
captured by the PTZ camera are analyzed for detecting objects 
and the surrounding surfaces which are possibly good 
candidates for laser pointing. The work flow of the multimodal 
system includes the following six steps.  

Step 1.Target detection. The system detects moving objects 
via PTZ video analysis, and then candidates of possible human 
or vehicle targets are generated.  

Step 2. Surface selection. For each moving target or a set of 
targets, surrounding surfaces are selected for pointing the LDV 
laser beam to measure the vibration caused by the sounds of the 
target.  

Step 3. Laser pointing. The platform controls the PTU to turn 
the LDV laser beam to point to each selected surface. 

Step 4. Distance measurement. The distance between the 
LDV and the surface is calculated by using the triangulation 
between the LDV laser beam and the PTZ camera. 

Step 5. LDV automatic focus. Based on the measured 
distance and the return signal levels of the LDV, the LDV laser 
beam is automatically focused.  

Step 6. Voice detection. The LDV captures vibration signals 
to the host computer to decode the signals into acoustic signals 
for further enhancement and analysis.  

Since the LDV voice measurements require the reflective 
surfaces to be stationary, we do not direct point the laser to the 
moving targets. Object tracking should be performed by the 
PTZ camera. Whenever a moving target is detected, the LDV 
will point to a background surface close to the moving target 
and try to get some sound signals (if any). The LDV can “hear” 
the sound when the moving target is within a certain distance to 
the background surface, usually more sensitive than a 
microphone as if it was setup on the surface. When the moving 
target is out of the range, a new surface should be selected. The 
purpose of the automated LDV pointing is to facilitate this 
adaptation. 

There are four main issues that need to be emphasized in 
order to obtain high-quality acoustic signals from optimizing 
the LDV: 1) determination of an appropriate surface with 
sensible vibration and good reflection index; 2) pointing of the 
laser beam to the selected surface; 3) measurement of the 

precise distance of the surface from the LDV; and 4) focus of 
the LDV automatically and rapidly. In the following, we will 
start with the methods in distance measurement and system 
calibration, and then present an algorithm in automatic focusing 
the LDV. After that, we will propose our approach in reflection 
surface selection, and then describe our strategies and the 
related image processing techniques in automatically pointing 
the laser beam to the selected surface. 

III. DISTANCE MEASUREMENT AND CALIBRATION 

There are four hardware components in our vision-aided 
LDV platform: LDV, PTZ, mirror, and PTU. In order to enable 
the system to measure various ranges of surfaces with sufficient 
accuracy, we need to geometrically calibrate the platform. The 
following issues of the system make calibration complicated. 1) 
The PTZ is an array sensor, whereas the LDV is a point sensor, 
even though they obey the same perspective projection 
geometry. 2) Both the PTZ and the PTU undergo pan and tilt 
rotations when working. 3) The rotation center of the PTU is 
not on the point where the laser beam intersects with the mirror. 
4) The focal lengths of the PTZ camera change with its zooms. 
In the following, we first build the geometric model of the 
system to measure the distances, and then present our method in 
calibrating the platform. 
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Fig. 3. Coordinate systems of the vision-aided LDV platform 

 

A. Geometric model 

The vision-aided LDV platform consists of four coordinate 
systems: the LDV coordinate system (

LLLL ZYXO ), the PTZ 

coordinate system (
CCCC ZYXO ), the PTU coordinate system 

(
UUUU ZYXO ), and the mirrored LDV coordinate system 

( ''''
LLLL ZYXO ) (Fig. 3). 

Given a 3D point P  represented in LLLL ZYXO as LP , in 

CCCC ZYXO as CP , in 
UUUU ZYXO as UP , and in ''''

LLLL ZYXO  

as LP' , the relationship between the points in the LDV and the 

PTZ systems is defined as: 

CCCCCCCCL TPRRRTPRP  0              (2) 

where CR  is the rotation matrix and CT is the translation 
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vector of the PTZ represented in LLLL ZYXO , 

with  TCzCyCxC TTTT  . The relationship between the points in 

the LDV and the PTU systems is defined as: 

UUUUUUUUL TPRRRTPRP  0         (3) 

where UR is the rotation matrix and UT is the translation 

vector of the PTU in LLLL ZYXO , with  TUzUyUxU TTTT  . 

Note that each of CR and UR is the multiplication of  3 rotation 

matrices: an initial rotation matrix ( 0CR for the PTZ and 0UR  

for the PTU) which needs to be calibrated, a pan rotation matrix 

( CR for the PTZ and UR  for the PTU) and a tilt rotation 

matrix ( CR for the PTZ and UR  for the PTU). According to 

the principle of mirroring, we obtain the relationship between 
the “mirrored” LDV and the PTU as: 

 UULRUL TPRRP '                         (4) 

where LRR is the rotation matrix that converts a right hand 

coordinate system to a left hand coordinate system. From Eq. 
(3) and (4), we obtain the relationship of the point P represented 
in the LDV and the mirrored LDV systems as: 

   UUL
T
ULRUL TTPRRRP  '              (5) 

Using the well-known triangulation method [20] between the 
PTZ ray and the mirrored laser ray, we can obtain:  

 
U

T
ULRUCU

L
T
ULRUICL

T
ULRUlICc

TRRRTT

PRRRpKRcPRRRtpKRt



 
0

1
0

1 '' (6) 

where K is the matrix containing the intrinsic parameters of the 

PTZ camera, Ip is the projection of the 3D point in the image 

plane,  Ｔ１00' 0 LP  is the unit vector on the Z axis, 

representing the reflected laser ray in the mirrored LDV system 
''''
LLLL ZYXO , ct  is the scale factor of the camera ray from the 

PTZ and the point P ; lt  is the scale factor of the laser ray from 

the mirrored LDV to the point P . The parameter c is the 

minimal distance between a point on the ray ''
LLPO and a point 

on the ray CC PO , which ensures that the distance can still be 

measured even though the two rays do not intersect. If the 

system has been calibrated, i.e., if UUC TRRK ,,, 00 and CT  

are known, and the pan and tilt angles of both the PTZ and PTU 

are given, there are only three unknowns lc tt , and c in Eq. (6), 

which can give exactly three linear equations to obtain values 
of the three unknowns. Then the 3D coordinates of the point 

LP in LDV coordinate system is obtained by 

  0
11 '

2 L
T
ULRUICCICcL PRRRpKR

c
TpKRtP      (7) 

Once the coordinates of PL is calculated, the distance between 
the point and the LDV laser source (along the laser rays) can be 
estimated and used for laser beam focusing. The distance is the 
Z’L coordinate of the point represented in the mirrored LDV 

system.  
 

B. Calibration 

There are total 28 unknowns within the five matrices 

UUC TRRK ,,, 00 and CT that characterize the sensor’s 

geometry. The intrinsic parameters of the PTZ camera (in K) 
are first estimated using a well-known calibration technique 
[21]. Then the extrinsic parameters are estimated by combining 

Eq. (2) and Eq. (5) to eliminate LP , as 

   CUULkCC TTTPRPR  '      (8) 

where
T

U
T

U
T

ULRUUUk RRRRRRRR 00  . However, Eq. 

(8) is non-linear and very complicated, particularly due to the 
rotation matrix Rk. To simplify the calibration, we further 

assume the initial rotation matrix 0UR  of the PTU is an 

identity matrix, which can be satisfied by adjusting the mirror 

in initial setup procedure. With IRU 0 , Rk is known since the 

pan and tilt angles of both the PTZ and PTU are given. In 
addition, because the variables 

UL TP '  and 
CU TT   are not 

independent, we pre-measure the distance between the fore lens 
of the LDV and the laser point on the mirror. Initially, the 
distance is set as a constant and will be refined later. 
Consequently, the number of the unknown parameters in Eq. 
(8) is reduced to 14. Thus, given n 3D points, we can build 3n 
linear equations that include n+14 unknown (14 for the 
extrinsic sensor parameters, and n for the Z coordinates of the n 
laser points in the mirrored LDV coordinate system; note their 
X and Y coordinates are zeros). In other words, to solve the 
problem, at least 7 points are needed. However, it is not a robust 
approach to estimate all the n+14 unknowns simultaneously 
due to the sensitivity of the linear system to the noise. 
Therefore, we estimate the extrinsic parameters in four 
sub-steps. First, we adjust the PTZ camera so that the matrix 

0CR can be initialized as an identity matrix, and both CyT and 

UyT are zeroes.  Second, we find the values of CxT , 

CzT and UxT by solving Eq. (8). Third, we solve CyT and 

UyT using the calculated values of CxT , CzT and UxT . Fourth, 

we refine 0CR after we obtain the two translation vectors 

CT and UT . Finally, we can further refine the distance between 

the LDV to the PTU using the relation between the distances 
and focus steps of the LDV (which will be discussed in Section 
IV).  
 

C. Depth error  

The depth error of the measurement comes from two sources 
after the calibration.  The first source of error is the difference 
of the estimated laser position in the 2D image and the true 3D 

laser location projected onto the 2D image, denoted as 1 . 

The second error is the angular error in turning the PTU, 
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denoted as 2 . According to principle of triangulation, the 

absolute error of depth measurement  D  is given by  


B

D
D

2

                                        (9) 

where D is distance of the target point to fore lens of the LDV 
(i.e., the Z coordinate of the point P’L), B is baseline (the 

distance between 
CO and 

LO' ),  is the sum of 1  and 2 . 

The first error term 1 can be calculated as 

f

x
 1                                        (10) 

where x is the pixel difference between the true laser beam 
position and its estimated position in the image plane, and f is 
the focal length in pixel.  The distance error estimation will be 
used in automatic laser focusing based on distance measures. 

IV. AUTOMATIC FOCUSING OF THE LDV 

The built-in automatic focusing function of the Polytec LDV 
in our lab uses a passive focusing method. When the LDV 
accepts the automatic focusing command to focus to a 
reflective target at a distance, it tries all the focus steps of the 
full range (0-3300) and obtains the corresponding signal levels. 
Then it returns to the step position with the maximal signal 
level. However, since the range of all steps is large (from 0 to 
3300), analyzing signal levels for such a large range of steps 
takes a long time (about 15 seconds) and may also have the 
problem of multiple peaks. Therefore, we design an intelligent 
automatic focusing algorithm based on both target distances 
and signal levels. This work includes two parts: calibrating 
using the relation between the focus steps and target distances, 
and automatic fast focusing with feedback from both the 
distance and signal level information. 

A. Focus-step and distance relation 

According to Gaussian lens equation, the relationship 
between the distance from the target (i.e. the reflective surface) 
to the lens D, and the distance from the lens to the image d is 
defined as  

                             
LfdD

111
                                    (11) 

where fL is the effective focal length of the lens of the LDV. A 
super-long range lens OFV-SLR (fL = 200 mm) is used in the 
LDV, and the possible stand-off distance D of the target is from 

1.8 meters to over 300 meters. While the focal length Lf  is 

constant when the target distance D changes, the image 
distance of the LDV has to change for obtaining a focused 
image of the laser point. In the LDV, this is achieved by 
changing the focus step S (from 0 to 3300 digital steps).The 
relation of the image distance and the target distance can be 
calculated by Eq. (11). Due to the lack of the intrinsic 
parameters of the LDV, particularly the relation between the 
image distance and the focus steps (0 – 3300), we calibrate the 
relation experimentally. We measure the distances between 
fore lens of the LDV and reflective surfaces (targets) at various 
distances (from 2.13 to 200 meters), meanwhile acquiring the 

focus step values (from 893 to 2962) when using the built-in 
automatic focus function of the LDV to achieve laser beam 
focusing. Those corresponding values between the distances 
and the focus steps for the Polytec OFV-505 LDV are shown as 
red circles in Fig. 4. Similar to a zoom camera, we assumed the 
monotone increasing non-linear relation between the image 
distance and the focus step is as follows:   

bSaed                                (12) 

where a and b are two constant values that are determined via 
curve fitting.  Substituting Eq. (12) into Eq. (11), we obtain the 
relation between the focus step and the target distance: 

])
11

[ln(
1

b
Dfa

S
L

                         (13) 

where we have found 4697.1,1068.4 5   ba  when we set 

the focal length 2.0Lf meters for the Polytec OFV-505 

LDV that we used. The fitted curve is shown in black line on 
top of the measured data in red circles in Fig. 4. Given the data 
we have measured, the fitted curve applies from 1.54 meters to 
300 meters for the distance, and from 0 to about 3000 for the 
steps. This is consistent with the manufacture’s specification.   
 

 
Fig. 4. Focus-step and distance relation (The fitted curve is shown in black line 
on top of the measured data in red circles) 
 

 
 

Fig. 5. Fast automatic LDV focusing (Horizontal axis: focus steps between 0 – 
3300;  vertical axis: signal levels between 0-512) 
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B. Multi-scale automatic focusing algorithm 

In theory, giving a distance of the reflective surface, the 
corresponding LDV focus step (within the range from 0 to 3300 
for the LDV we used) can be calculated. However, there are 
two problems. First, the distance measurement may not be 
accurate. Second, the step-distance correspondence is not fine 
enough for accurate focusing. Therefore, we design an 
automatic multi-scale focusing algorithm based on the 
measured distance and signal return level.  

First, the distance D of the laser point is measured using the 
triangulation between the LDV laser beam and the PTZ camera, 
using Eq. (7). Then a focus step S is calculated by using Eq. 
(13) given the distance D. 

Second, an offset s is set for defining a searching 

range  sSsS  ,  for the best focus step. By calculating the 

derivative of the Eq. (13) wrt D, and also using the distance 
error in Eq. (9), we can obtain the offset s of the automatic 
focusing as a function of the distance D, as 















Df
aB

Ss

L

11

1                              (14) 

Third, in the searching range, n  discrete points are defined 
(the solid dots in Fig. 5) to control the LDV and 
n corresponding signal levels are recorded (this is the coarse 
scale focus-level search).  

Fourth, through analyzing these signal levels, a smaller 
search range (the thick segment of the curve in Fig. 5, about 
10-20 steps) is obtained. Then every focus step in this smaller 
range is searched and the corresponding signal level is 
obtained. This is the fine scale focus-level search. Lastly, the 
focus step that returns the best signal level is selected to focus 
the LDV (the cross mark in Fig. 5). 

V. SURFACE SELECTION AND LASER POINTING 

 The performance of the acquired LDV signals is mainly 
affected by the vibration and the reflection properties of the 
surface. As we have noted, most of surfaces vibrate with voice; 
however, it is hard to properly select a good surface in a large 
distance. The use of the PTZ camera can help to determine 
several possible surface candidates. The selection of the 
reflective surface is based on its distance to the moving target 
and its color. Right now the selection is a heuristic process so it 
might not to be optimal. We use a “hypothesis and test” 
procedure by first picking up a few smooth surfaces close to the 
target and choose the one that provides the best signal returns. 
This will be useful for both automatic monitoring and 
interactive measuring since the vision add-ons speed up the 
surface selection. 

A. Automatic surface selection 

Based on the principle of the LDV sensor, the relatively poor 
performance of the LDV on a rough surface at a large distance 
is mainly due to the fact that only a small fraction of the 
scattered light (approximately one speckle) can be used due to 
the coherence requirement. A stationary, highly reflective 

surface usually reflects the laser beam of the LDV very well.  
One application of our system is to have the user to pick up 

the surfaces by looking at the images of the PTZ camera. Here 
we discuss a simple automatic method for surface selection 
based on surface smoothness. Once a human target is found, the 
background image is segmented using a well-known mean-shift 
color segmentation method [22]. Usually the large regions are 
the smooth, flat regions that could be good candidates for laser 
reflection. In addition to their sizes, we also select regions that 
have strong red components (e.g. red, white or pink colors 
instead of green) so the laser reflection would be good. Only 
those surface regions close to the human region are selected. 
Given n  set of those regions with centers: C1, C2, …, Cn, a 
series of signal levels S1, S2 …,Sn are obtained from the LDV 
when the laser beam point to those regions. Comparing the 
values of these signal levels, the kth region which has the 
maximum signal level Sk is selected. Then the LDV is pointed 
to the center Ck of the kth region to capture the best audio 
signals among all of these regions.  
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Fig. 6. Incremental LDV laser pointing 

B. Laser pointing algorithm 

Upon the selection of a surface, a destination point Pd on the 
surface is chosen for re-pointing the laser ray onto it. Since the 
distance of the point to the LDV is unknown before the laser is 
pointed to it, we cannot calculate the exact pan and tilt angles of 
the PTU system in order to turn the laser ray to that point. 
However, we could give a rough estimation of the angles based 
on the pixel displacement  0

pd  in the PTZ image between the 

current laser point Pi
(0) (which has distance measurement) and 

the destination point Pd. The pan and tilt angles viewed from 
the PTZ camera’s viewpoint can be accurately calculated based 
on this displacement. Since the laser beam is reflected from the 
mirror mounted on the PTU at a different location, the pan 

angle and the tilt angle  of the PTU are roughly set as 

halves of the pan and tilt angles as seen from the PTZ camera. 
However, turning the PTU by these angles will not achieve an 
accurate aim of the laser beam to the destination point due to (1) 
the viewpoint changes (from the PTZ to the PTU); (2) 
off-center rotations of the mirror; and (3) the difference in the 
distances from LDV to the two points (Pi and Pd). Therefore, 
we design an incremental laser pointing algorithm.  

Fig. 6 illustrates the incremental laser pointing and detection 
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strategy. Here, we first describe the laser pointing algorithm; 
the laser point detection method will be discussed in the 
following sub-section. At every laser pointing step, k = 1, 2, 
…N, the total pan and tilt angles are roughly estimated based on 
the previous pixel displacement dp

(k-1), but the PTU is only 
rotated by a small pan angle m/  and a small tilt angle m/ , 

to an intermediate point Pi
(k) (the original point is denoted as 

Pi
(0). The value of m  is set based on the range change of the 

scene. For example, for a scene of a possible 10-meter 
maximum range change, we would set m to 20 so that each 
rotation of the PTZ will roughly go over 0.5 meters in distance.  
The current laser point Pi

(k) is searched in the PTZ image on an 
epipolar line given by the known rotation angles of the PTU, 
whereas the searching range along the epipolar line is 
calculated based on the distance of the previous laser point Pi

(k-1) 
to the LDV that can be estimated using Eq. (7), and the range of 
the scene. After finding the current laser point Pi

(k), a new pixel 
displacement dp

(k) between the current laser point Pi
(k) and the 

destination point Pd is calculated. If the pixel displacement dp
(k) 

is smaller than a threshold (within a few pixels, e.g. 2), the laser 
pointing procedure is complete. Then the system focuses the 
LDV laser beam and turns the PTZ to the center of the 
destination point Pd. Otherwise, a new set of pan and tilt angles 
of the PTU is estimated based on the current pixel displacement 
dp

(k), and another incremental laser pointing step is performed 
until the threshold is reached at step K (Fig. 6). Note that the 
value of m is unchanged, so the rotation angles of the PTU will 
be smaller and smaller from step to step. This is a typical visual 
servo problem, and the algorithm works when the depth 
changes are smooth; but we cannot prove the convergence in a 
general case when abrupt changes in depths occur. 

C. Laser point detection method  

A single laser point from the LDV has various speckle 
patterns when captured in images (Fig. 7). It is important to find 
the precision center   position (in sub-pixel) of the laser point in 
the image in order to measure the distance of surface or move 
the laser point to the correct location. A complex speckle 
pattern may contain several bright regions spreading around the 
center region. Flood fill and morphological techniques [23] are 
used to obtain a solid laser speckle region. First, a seed point is 
selected based on the epipolar constraint (in automatic 
searching; see Section V.B) or by a manual click (in interactive 
mode). Second, the flood fill method is applied to find the 
region of the laser spot and obtain an initial centroid. Third, we 
start from this central region to find, in its surroundings, all 
laser speckle regions which might not be connected to it. The 
histogram that counts number of laser-like (red) pixels is 
constructed to determine the threshold for the binary result of 
the laser region(s). Fourth, the erosion and dilation operations 
are performed to obtain a solid laser point region, and then a 
second centroid of laser point (based on this extended solid 
region) is calculated. Finally, the initial and second centroids 
are compared. If the distance between the two centroids is less 
than a threshold (usually 1 pixel in our experiments), the laser 
position is calculated by averaging the two centroids. 
Otherwise, the laser point is reselected by repeating the above 

steps. 
 

   
 

Fig. 7. Laser point displayed in image 

VI. EXPERIMENTAL RESULTS 

We have carried out a few experiments on various aspects of 
the vision aided automated vibrometry. The first experiment is 
to verify our calibration results by measuring the depth 
accuracy. The second experiment demonstrates our fast 
automatic focusing technique. The third one is to test position 
repeatability of the laser point searching. The fourth experiment 
shows some laser pointing results.   A video demo can be found 
at [24] showing the main functions of our vision-aided 
intelligent LDV voice acquisition system. 

A. Distance measurement 

In our multimodal system, the angle resolution of the PTU is 
0.013°, the baseline between the PTZ and the mirrored LDV 
laser projection is about 1000mm. The focal length of the PTZ 
changes from 938 pixels to 27450 pixels. The purpose of using 
a zoom camera is to obtain the appropriate FOVs and image 
resolutions for various distances. We have calibrated the PTZ 
camera at various zoom factors, but in the paper we only 
showed some results. Assuming the image error is 1 pixel, and 
the maximum zoom of the PTZ is used, the equivalent angular 
error is 3.643°×10-5 according to Eq. (10). Under these 
conditions, the depth errors at various distances calculated 
according to Eq. (9) are shown in Table 1.  

 
To verify the accuracy of the measuring depth, we test the 

vision-aided LDV platform on various objects. Here we only 
show one example using a planar object (a whiteboard). The 
captured points (blue circles) in the image and the re-projected 
points (white crosses) from 3D to 2D of the object are shown in 
Fig. 8. The plane is placed about 6.2m to the LDV, the focal 
length of the PTZ is 6456 pixels.  To verify the accuracy of 3D 
measurements, a plane is fitted on these 3D points, and the 
average distance of these points to the plane is calculated as the 
actual distance measurement error (9.41mm).  The theoretical 
depth error is 8.72mm using Eq. (9) given the distance and the 
PTU and PTZ measurement resolutions. The actual error is 
very close to the theoretical one. The 3D reconstruction of the 
plane is shown in Fig. 9, where the red circles are the points 
with positive errors and the blue crosses are the points with 
negative errors. From the automatic focusing algorithm which 
sets a range for searching the maximum signal level, the 
distance measurement is sufficiently accurate for the automatic 
focusing of the LDV. 

Table 1. Theoretical estimates of depth accuracy  

Depth (m) 5 10 30 50 100 200 
Absolute error (m) 0.01 0.03 0.24 0.65 2.62 10.46 
Relative error (%) 0.13 0.26 0.78 1.21 2.62 5.23 
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Fig. 8. 3D points selection and re-projection on a whiteboard 

 
Fig. 9. 3D reconstruction of the plane 

 

B. Automatic focusing 

In this experiment, we verify our automatic focusing 
technique by placing a reflecting surface (with a retro-reflective 
tape) at different distances, and compare the results with those 
with the built-in focus function of the LDV. The comparison 
results are shown in Table 2. The searching range of our 
intelligent focusing is 165 times smaller than the built-in 
focusing of the LDV. That is to say, if we embedded our 
intelligent focus function into the controller of the LDV, the 
focusing speed will improve 165 times faster (ideally). Even 
when the current platform spends quite some time to read and 
write to the serial port of the LDV in the current configuration, 
our intelligent focusing only takes about 1.0 seconds, which is 
about 15 times faster than the built-in focus function of the 
LDV. Experiments show that the returning signal levels and 
focus step positions using our technique are the same as, if not 
better than the built-in focus function of the LDV.  

 
Table 2. Comparison in times and search ranges of built-in focus and our 
intelligent focus (Focus step/ range:  0 to 3300;  Signal level: 0 to 512) 

Distance 
(meters) 

Built-in Focus 
Time: 15s 

Our intelligent focus 

Signal 
level 

Focus 
step 

Time(s) 
Signal 
level 

Focus 
step 

Search 
range 

10 512 2581 1.0 512 2578 20 
20 512 2769 1.0 512 2768 19 
30 512 2837 1.0 512 2838 18 
40 512 2886 1.0 512 2889 18 
60 489 2912 1.0 492 2913 18 
80 463 2931 1.0 461 2931 18 

120 410 2939 1.0 407 2938 18 
140 377 2957 1.0 381 2958 18 

C. Laser Point Searching 

To test repeatability of the laser point searching method, we 
test three different image shapes of the laser point (Fig. 7). We 
randomly clicked a seed point multiple times close to the laser 
speckle to obtain the centroid of the laser point to observe the 
consistency of the localization. The experiment results are 
shown in Table 3. Experiments show that the standard 
deviation of the laser point searching is less than 0.5 pixels. The 
laser location accuracy satisfies the requirements for the laser 
pointing and distance measurement. 

 

Table 3. Results of laser point searching (K =1 to 6 is the number of clicks, and 
points (x and y)and errors  are measured  in average pixel locations) 

     K  
Point    

1 2 3 4 5 6 error 

Point 1 
x 264.83 264.53 264.36 265.12 265.30 264.79 0.35 
y 135.70 135.47 135.26 135.59 135.98 135.44 0.25 

Point 2 
x 437.25 437.17 438.06 437.90 437.59 437.37 0.36 
y 364.91 364.54 364.32 364.37 364.13 364.08 0.30 

Point 3 
x 359.77 359.61 359.03 360.21 359.82 359.39 0.40 
y 216.58 216.15 216.26 216.77 216.99 217.27 0.41 

 

D. Laser Pointing 

We performed an experiment in the corridor outside our lab 
to verify our laser pointing method. The retro-reflective tape is 
put on a surface 30 meters away (Fig. 10 (a)). When a human 
target was detected in the environment, the system segments 
the image into multiple color regions (Fig. 10 (b)). Among the 
regions (with dots) selected, some are on the moving targets 
(dots in white), some are too far away (dots in yellow and not 
labeled), and some are close to the target (dots in red and 

    
(a)  An image captured by the PTZ camera 

  
(b) Image segmentation and surface selection 

 
Fig. 10. Experiment result of laser pointing from 30 meters  
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labeled from L1 to L9). Then the system automatically pointed 
the LDV to those regions close to the target, measured their 
distances (in meters) to the LDV, focused the laser beam, and 
read the signal return levels (from 0 to 512).  Table 4 shows the 
results of distance measurements, focus steps, and the signal 
return levels from those surfaces. Among those returns, the 
metal box gave the best signal return, and the audio signals 
collected were intelligible. We also compared the results of our 
system with the “ground truth” data: distances by manual 
measurement, LDV focus steps and signal return levels by 
using the built-in full-range auto focus function, and found that 
our system gave very accurate and robust results. 
 

Table 4. Surface selection and laser pointing (Units: Range – meters; Step - 
from 0 to 3300;  Signal Level – from 0 to 512) 

Label Surface 
Measurements Ground Truth 

Distance Step Level Distance Step Level 

L1 Wall 30.26 2786 12 30.63 2845 14

L2 Mirror 28.56 2758 12 30.63 2757 12

L3 Metal box 30.26 2745 18 30.32 2839 21

L4 Side wall - - - 23.16 2410 11

L5 Wall 31.43 2410 11 30.63 2757 11

L6 Wall 29.20 2734 11 30.63 2734 12

L7 Wall 28.25 2732 12 30.63 2734 12

L8 Chalkboard 29.88 2750 11 27.74 2764 12

L9 Woodside 26.14 2642 12 27.74 2581 12
 

VII. CONCLUSION AND DISCUSSIONS 

In this paper, we have proposed a vision-aided LDV system 
to improve the performance and the efficiency of the LDV for 
automatic remote hearing. The platform integrated a PTZ 
camera, a mirror, and a PTU to the LDV. The PTZ camera not 
only could assist the LDV to point the laser beam to a better 
reflective surface and obtain optimal audio signals, but could 
also measure distance of the target by using triangulation of the 
PTZ camera, the mirror, and the LDV. Based on the measured 
distance, we have designed a fast automatic focusing technique 
which is 15 times faster than the built-in automatic focus 
function of the LDV. This automated acoustic sensing platform 
can be used in various applications, such as remote hearing and 
voice detection in large area surveillance, perimeter protection 
in high security area, and search-and-rescue in disaster.  

The key contributions of this paper are not just a multimodal 
sensing system for acquiring complementary information 
(audio, video and 3D), but also the intelligent sensing 
integration that significantly increases the performance of 
individual sensors, and adds new functionalities. This is 
particularly important for long-range surveillance and 
inspection applications. The LDV provides long-range acoustic 
detection capability to the video sensor; whereas the vision 
techniques enable the real-time and automatic operation of the 
LDV to acquire target surfaces, measure their distances for 
automatic laser focusing, and track targets.  In addition, 3D 
information obtained through the cooperation of the two 
heterogeneous sensors is also very important for target 
detection and identification. 

However, the current design and system has some 

limitations. First, in system configuration, since the laser 
cannot be pointed to the mirror at the center of the rotation of 
the PTU, the calibration procedure is sophisticated. Therefore, 
the laser pointing for finding a new surface via the PTZ camera 
is not very straightforward due to the fact that there is not a 
common center of projection for the laser beams controlled by 
the PTU. This drawback will be eliminated in our next 
prototype by using a PTU that allows a mirror to be mounted in 
its rotation center. Second, there is the chicken or the egg 
problem in the laser focusing and laser point detection. In order 
to focus the laser quickly on a target surface using the distance 
measurement from triangulation, we will have to assume the 
laser spot can be seen and detected in the PTZ camera images, 
which is hard when the laser beam is not focused. In our current 
implementation, we use an iterative method that could fail 
when the laser beam sweeps across two surfaces with 
significant depth change. Finally, there is also a tradeoff 
between the 3D accuracy and visibility. In order to obtain 
sufficient and accurate distance measurement over a large 
distance (>100 meters), the baseline between the camera and 
the mirrored LDV system has to be large. However, this will 
increase the difficulty in coordinating the two sensors to point 
the laser beam to a designated surface location; in the worst 
case, the laser spot might be occluded by some closer objects 
and therefore is not in the field of view of the PTZ camera. We 
are looking into these problems in the design of our next 
generation long-range audio-video sensing platform by using a 
pair of stereo cameras that can measure distance without 
actually seeing the laser spot in images. 
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