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Abstract 

In this paper, stereo matching and 3D visualization 
issues are studied for a linear pushbroom stereo model 
built for 3D gamma-ray (or x-ray) cargo inspection. A 
fast and automated stereo matching algorithm based 
on free-form deformable registration is developed to 
obtain 3D measurements of the objects under 
inspection. For facilitate stereo matching, an adaptive 
window min-max method is used to enhance the 
contrasts and boundaries of the challenging gamma-
ray images. For fast implementation, a multi-resolution 
approach is also applied. A user interface is designed 
for interactive 3D measurements and visualization of 
the objects in interests. Experimental results are 
presented for real gamma-ray images of a 3D cargo 
container and the objects inside. The 3D measurements 
could add more value to today’s cargo inspection 
techniques. 
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1. Introduction 
With the ongoing development of international trade, 
cargo inspection becomes more and more important. 
Quite a few X-ray or gamma (γ)-ray cargo inspection 
systems have been put into practical uses [5,6,7,15]. In 
this paper, a non-intrusive gamma-ray imaging system 
[15] will be used as an example to introduce our work. 
This system produces gamma-ray radiographic images, 
and has been used for the evaluation of the contents of 
trucks, containers, cargo, and passenger vehicles to 
determine the possible presence of many types of 
contraband. In practice, however, cargo inspection 
systems have only had two-dimensional capabilities, 
and human operators made most of the measurements. 
But if we could build an accurate geometry model for 
the gamma-ray imaging system, which turns out to be a 
linear pushbroom scanning sensor as modeled in [3], 
accurate three-dimensional (3D) measurements of 
objects inside a cargo container can be obtained when 
two such scanning systems with different scanning 

angles are used to construct a linear pushbroom stereo 
system. The 3D measurements add more value to 
today’s cargo inspection techniques, as indicated in 
some online reports on cargo inspection [5,6,7].  

Pushbroom images (or mosaics, when generated from 
video sequences) with parallel-perspective projections 
are very suitable for a surveillance and/or security 
application where the motion of the sensor used has a 
dominant translational direction. Examples include 
satellite pushbroom imaging [3], airborne video 
surveillance [20], 3D reconstruction for image-based 
rendering [1], road scene representations [18,19], 
under-vehicle inspection [2,10], and 3D measurements 
of industrial parts by an X-ray scanning system [4,12]. 
An advantageous feature of the pushbroom stereo is 
that depth resolution is independent of depth [1]. 
Therefore, better depth resolution could be achieved 
than with perspective stereo or the recently developed 
multi-perspective stereo with circular projection 
[9,13,14], given the same image resolution.  

In this paper, issues on 3D measurements using a linear 
pushbroom stereo system are studied for gamma-ray 
cargo inspection. The closest work to ours is the x-ray 
metrology for industrial quality assurance [4,12].  To 
our knowledge, our research is the first piece of work 
in using linear pushbroom stereo for 3D gamma-ray or 
X-ray inspection of large cargo containers, with fast 
and fully-automated 3D measurements. This paper uses 
the gamma-ray scanning images provided by the 
Science Applications International Corporation (SAIC) 
[15]. However, the algorithms developed in this paper 
can be used for pushbroom images acquired by X-ray 
or other imaging approaches as well.  

In our previous work [21], we have developed the 
pushbroom stereo model and an effective calibration 
method for 3D cargo inspection. A simple, interactive 
correlation-based stereo matching procedure was also 
presented to validate the feasibility of 3D 
measurements for cargo inspection. This paper presents 
a new automated stereo matching method modified 
from a free-form deformable registration approach 
[11], which is more suitable for gamma-ray images. 



 

Fast implementation and image enhancement are also 
incorporated in stereo matching. In addition, we also 
design a user interface with interactive 3D 
measurement and visualization procedures that could 
be used in real cargo inspection applications.    

The rest of the paper is organized as follows. Section 2 
reviews the geometry of the pushbroom stereo model 
for cargo inspection. In Section 3, a fast and automated 
stereo matching algorithm is developed considering 
both the radiographic and geometric properties of 
gamma-ray stereo images. In Section 4, we describe a 
user interface designed to visualize the 3D 
measurements of objects in interests. Finally, in 
Section 5, we conclude our work and discuss a few 
future directions in both research and applications. 

2. γ-Ray Linear Pushbroom Stereo  
The system diagram of the gamma-ray cargo inspection 
system [15] is shown at the bottom-left corner of 
Figure 1. A 1D detector array of 256 NaI-PMT probes 
counts the gamma-ray photons passing through the 
vehicle/cargo under inspection from a gamma-ray point 
source. Either the vehicle/cargo or the gamma-ray 
system (the source and the detector) moves in a straight 
line in order to obtain a 2D scanning of gamma-ray 
images. 
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Figure 1. A gamma-ray cargo inspection system 
that can be modeled by linear pushbroom geometry 
is show in the bottom-left corner of the figure 
(Courtesy SAIC, San Diego, CA, USA). 
 
The geometric model of the system is shown in Figure 
1 (right). The 1D detector array geometry can be 
modeled by the well-known perspective projection 
camera XcYcZc with the optical center at the location of 
gamma-ray source, and the 1D detector array in the 
vertical direction v and at a distance f along the optical 
axis Zc (i.e., f is the camera’s “focal length” in pixels). 

Note that in the figure the image is drawn between the 
objects and the optical center for easy illustration. The 
scanning begins when the optical center of the sensor is 
at location T = (Tx, Ty, Tz) in the world coordinate 
system o-xyz. The angle between the optical axis (TZc) 
of the sensor and the oz axis of the world coordinate is 
θ. We assume there are no tilt and roll angles between 
the two coordinate systems. The sensor moves at a 
constant speed S (feet per scan) in the direction of the 
x-axis, so the velocity vector represented in the camera 
coordinate system XcYcZc is V= (Vx,Vy,Vz)= (Scosθ, 0, 
Ssinθ). The center of the linear image in the v direction 
is defined by a vertical offset pv. Putting all of these 
into the linear pushbroom projection equation 
formulated in [3], we have the relationship between a 
3D point (x,y,z) in the world coordinate system and its 
γ-ray image point (u,v) as 
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Note that the pushbroom scanning system has parallel 
projection in the u direction, but has perspective 
geometry in the v direction.  

A dual-scanning system is a linear pushbroom 
stereovision system. It can be constructed with two 
approaches: two spontaneous linear pushbroom 
scanning sensors with different scanning angles, or a 
single scanning sensor to scan the same cargo twice 
with two different scanning angles. For a 3D point 
(x,y,z), its image correspondences in the stereo pair 
captured by such a linear pushbroom stereo system can 
be represented by 

 

kv
zk

yk
kkk

k

kzkxk
k

p
Tz
Ty

fv

S
TzTx

u

+
−

−
=

−−−
=

θ

θ

cos

tan)(
   (k=1, 2) (2) 

where the subscript k represent the kth scan. Therefore 
the depth of the point can be recovered as  
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where 

 1122 uSuSd −=  (4) 

is the visual displacement (in feet) of the point (x, y, z) 
measured in the pair of stereo images, and 

 )tan()tan( 2221110 θθ zxzx TTTTd −−−=  (5)   

is the fixed offset between two images.  



 

Figure 2 shows two real gamma-ray images, with two 
different scanning angles – zero and ten degrees, 
respectively. Each image has a size of 621x256 pixels, 
i.e., 621 scans of the 256-pixel linear images. In Figure 
2, the visual displacements, particularly the back 
surface of the cargo container, are obvious by 
comparing these two images. Note that Eq. (3) is 
acquired by only using the u coordinates of the stereo 
images (Eq. (4)). Further, the depth of any point is 
proportional to its visual displacement in the stereo 
pair, therefore the depth resolution is independent of 
depth. After the depth is obtained via the pushbroom 
stereo, the x and y coordinates of the point can be 
calculated from one of the two images, for example 
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(a) 

 
(b) 
 
Figure 2.  Real gamma-ray images with two 
different scanning angles (a) zero and (b) ten 
degrees (Courtesy SAIC, San Diego, CA, USA).   
 
In order to use two scanning systems to calculate 3D 
information, we need to calibrate each scanning the 
system first. For each scanning setting, the following 
parameters are required for 3D estimation: the focal 
length f, the image center pv, the scanning angle θ, the 
scanning speech S, and the initial sensor location 
(Tx,Ty,Tz). In order to fulfill this task, we need to know 
a set of 3D points {(xi, yi, zi)} and their corresponding 
image points {(ui, vi)}, i=1, 2,…, N. Our calibration 
method proposed in [21] only needs five known points 
to linearly calculate these parameters. Given the 
dimension of the container, which is 
length(x)*height(y)*depth(z)=20*8*8 (ft3) in the 
example of Figure 2, we can locate at least six vertices 
of the rectangular container (refer to Figure 1) in each 

gamma-ray image by manually picking up the  
corresponding image points. Table 1 shows the 
calibration results corresponding to images (a) and (b) 
in Figure 2. We have two notes about the calibrations 
results. (1) The estimated speeds for scanning the two 
images are almost the same, and the angles obtained 
are very close to the parameters provided by SAIC, i.e., 
0 and 10 degrees. (2) The two sets of focal lengths, the 
image centers, and the camera initial locations are 
consistent with each other.  

Table 1. Calibrated parameters  
Im S 

(ft/pxl) 
θ 
( O) 

F 
(pxl) 

pv  
(pxl) 

(Tx, Ty ,Tz)  
(ft) 

(a) 0.0458 0.082 427.8 21.15 (-7.419,-0.416,-14.815) 
(b) 0.0457 9.399 441.2 17.79 (-9.789,-0.429,-15.141) 

3. Automatic Stereo Matching 
The gamma-ray images in cargo inspection are similar 
to those X-ray images generated by a medical imaging 
system. Therefore registration techniques using in 
medical images [11,16] could be employed for our 
application. We adapt a free-form deformation 
registration method [11] for our gamma-ray stereo 
matching. There are several advantages of this method. 
First, it is automatic: it is a voxel based registration 
method (i.e., pixel based in our case of 2D images) so 
it does not require any feature extraction and can be 
done fully automatically. Second, it is fast: it is capable 
to find local deformation, i.e., the displacement field 
for each voxel (pixel), and hence a global minimization 
can be conducted efficiently via calculus of variations 
[8,16]. Finally this method originally designed for x-
ray image registration is appropriate for the γ-ray 
images having the similar properties.   

The free-form deformable registration problem is 
described as finding the displacement field of a pair of 
images that minimizes an energy function. The energy 
function is composed of not only the similarity of 
intensities of two images, but also the smoothness of 
the displacement field. Let A(u) be the reference image 
and B(u) be the target image, the displacement is 
defined as a mapping from A to B: 

 Β→Α:ud  (7) 

So that a point ),(),( 21 vuuu ==u  in the reference 
image moves to (u)du u+  in the target image. The 
energy function is defined as 
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Here )()()( ududu, uu ABR −+=  is the residual 
between the two images, λ  is a constant weight, and 
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displacement vector which describes how smooth the 
movement is around a pixel. The method tries to 
minimize the difference of the intensity while 
maintains the smoothness of the displacement fields at 
the same time. We can see that when 2R  is small, the 
energy is dominated by summation of the squares of 
the partial derivatives of the displacement vector, 
yielding a smoothly varying field. 

Since the energy function is a function of variables u, 
du and 

u
du

∂

∂ , by using the calculus of variations [8,16], 

the displacement field can be found by solving the 
following Euler-Lagrange equation 
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∂ )(R  is the gradient vector field of the 

deformed image.  Then a finite difference scheme is 
used to solve this nonlinear elliptic partial differential 
equation, and Newton iteration is applied to update the 
displacement iteratively, as 
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Here )()]()([2
uu duudu +−+−∇= κκκ λ gABdL u , and 

κg  is the gradient in theκ ’s dimension )2,1( =κ  of 
the image B at location udu + . 

Multi-resolution technique is applied in our 
implementation. It can be viewed as a systematic way 
for structuring local information into global 
information in order to deal with the gamma-ray 
images that lack salient visual features. Using a multi-
resolution technique also overcomes the limitation of a 
one-resolution approach in handling large 
displacements using the free-form deformable 
registration method. In the multi-resolution 
registration, large displacements can be found 
computationally efficiently at coarse level, even with 
low accuracy, which is later refined with the finer 
resolution calculation. Four layers of image resolutions 
are used in our implementation: 621x256, 310x128, 
155x64 and 77x32. From coarsest level to the finest 
resolution, the number of iterations to find the 
displacements at each level are 128, 64, 32 and 16, 
respectively. After registration at a lower level is done, 
the displacements at this level then are up-sampled and 
scaled to the next higher resolution level and to be used 
as the initial displacements for that level. 

We also utilize the epipolar geometry constraint of the 
pushbroom stereo system in our matching algorithm. In 
a stereo imaging system, the displacement vector of a 
point should be on the point’s epipolar line. The 
epipolar lines of a stereo pair from the linear pushdown 
stereo scanning system are approximately horizontal 
scanlines (i.e., v1 ≈ v2 in Eq. (2)). Thus in the multi-
resolution registration process, we limit the 
displacement vector to be one-dimensional in the 
horizontal direction (i.e., along the x-axis) at all levels 
except the finest resolution level. At the finest 
resolution level, we allow offset of +2/-2 pixels at the 
vertical direction (i.e., along the y-axis) to account for 
geometric errors in sensor setup and sensor calibration. 

 
Figure 3. Warping the target images to the 
corresponding reference images using the 
estimated displacement vector fields. 
 

 
 
Figure 4. Contrast enhancement by adaptive 
window min-max. (a) Enhanced image at 0 degrees, 
(b) enhanced image at 10 degree and (c) deformed 
second image after registration. 



 

The whole registration process takes less than 10 
seconds on a Pentium-M 1.5GHz laptop. Once it is 
done, the displacement vectors for all points on the 
reference image are obtained. Areas with high contrasts 
(such as object boundaries) have more accurate 
matching results, whereas areas with less contrast turn 
to have smaller offsets (i.e., less deformation) in the 
estimated results than they should be. Figure 3 shows 
the results of warping the target images to the 
corresponding reference images using the estimated 
displacement vector field. The performance of the 
stereo matching algorithm, particularly at locations 
with sufficient contrasts, can be seen by comparing 
Figure 3 and Figure 2a.  However, the large area of 
the back of the cargo has similar intensities on both 
images, so does the roof area. Therefore these areas 
tend not to “deform” much in the registration (i.e., 
deformation). Only the areas with high contrasts (e.g., 
object surfaces that are unblocked) would provide the 
energy in Eq. (8) to deform pixels effectively to 
provide correct stereo displacements. 

Studying the gamma-ray/X-Ray imaging principle will 
be helpful in better understanding the problem in stereo 
matching. The penetration of γ/X-ray energy is 
exponential decay with distance and attenuation. Thus 
the resulting intensity for a single point that the 
detector received from the two scans of different angles 
would vary. Therefore our stereo matching algorithm 
works better at those points on the boundaries of 
unblocked objects since the attenuation of the materials 
the rays pass through would be consistent between two 
different views. 

To partially overcome these problems, we use an 
adaptive window min-max method to enhance the 
contract of local window and boundary.  The adaptive 
window min-max procedure is to normalize a pixel’s 
intensity based on the minimum and maximum 
intensities in a small local window of surrounding 
pixels.  The “enhanced” image pair and the warped 
(deformed) image after registration are displayed in 
Figure 4. Comparing to the registration result without 
the contract enhancement, the roof of the cargo is 
better registered, even though the warping artifacts due 
to the size of window are slightly more obvious. This 
could be reduced by employing the propagation 
approach in [17] in the calculation of minimum and 
maximum pixel values of each local window.  

4. 3D Measurements and Visualization 
We have also developed an interactive procedure for 
measuring and visualizing those objects in interests. 
After the displacement map of a stereo pair is 
generated, our interactive program allows us to pick up 

lists of points in the reference image, and the contour 
along these points in the reference image and the 
contour along the corresponding points in the target 
image are automatically drawn, side by side. In Figure 
5a and Figure 5b, the pairs of colored contours show 
the accuracy of those points on the boundaries of 
objects – the roof of the cargo container, and objects 
inside the container. Those correspondence points are 
found automatically by our stereo matching algorithm. 

 
 
Figure 5. Interactive 3D measurements. The 
corresponding pairs of contours are shown in (a) 
and (b). 
 

 
 
Figure 6. 3D measurements and visualization of 
objects inside the cargo container.  
 
The reconstructed 3D structures of those contour points 
that are picked up by a user in the stereo matching 
stage are rendered as shaded surfaces in 3D. In order to 
reconstruct object the user draws in 3D, the 2D 
polygon of an object contour is first triangulated in 2D. 
For each vertex, its 3D world coordinates are then 
calculated. So the 2D triangles are turned into 3D 
triangle mesh. The triangulation and rendering are done 
with a VTK toolkit. Figure 6 shows the 3D 
measurements and visualization of objects inside the 
cargo container. The white rectangular frames show the 



 

cargo container constructed from the calibration data. 
The two shaded surfaces show the 3D estimates from 
automated stereo matches, for the roof of the cargo 
container and a car inside. With the 3D visualization, 
3D measurements of sizes and shapes, for example, are 
made simple by using the most convenient views. 
Further object measurements and identification will be 
our future work. 

5. Conclusions and Discussions 
In this paper we present a practical approach for 3D 
measurements in gamma-ray (or X-ray) cargo 
inspection.  The linear pushbroom sensor model is 
used for the gamma-ray scanning system. Thanks to the 
constraints of the real scanning system, we model the 
system by using a linear pushbroom model with only 
one rotation angle instead of three. This greatly 
simplifies the calibration procedure and increases the 
robustness of the parameter estimation. A fast and 
automated stereo matching algorithm based on the free-
form deformable registration approach is proposed to 
obtain 3D measurements of objects inside the cargo. 
With both the automatic matching procedure and the 
interactive 3D visualization procedure, we hope that 
the 3D measurements for cargo inspection could be put 
into practical use. 

We want to pursue this research in two directions. 
First, we are actively seeking collaborations with cargo 
inspection vendors to conduct more tests on real data in 
real deployments. By doing this we will obtain much 
important information that was not available, e.g. the 
real parameters of the sensor setting, the ground truth 
data of the objects under inspection for fully evaluating 
our approach. Second, we will continue our study on 
gamma-ray stereo matching algorithms. Most of the 
algorithms in literature of stereo vision work well only 
for normal visible images. We have adopted the 
deformable registration method originally developed 
for medical imaging applications to this new 
application, and have incorporated adaptive contrast 
enhancement and epipolar geometry constraint to 
improve the performance of stereo matching. However, 
more work needs to be done to obtain dense and more 
accurate 3D information, particularly for small, 
concealed 3D objects. The knowledge of physics and 
optics in generating the radiographic images could be 
very helpful in advancing this direction of research. 
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