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Abstract. This paper describes the interface and testing of an indoor navigation app - AS-

SIST - that guides blind & visually impaired (BVI) individuals through an indoor environ-

ment with high accuracy while augmenting their understanding of the surrounding envi-

ronment. ASSIST features personalized interfaces by considering the unique experiences 

that BVI individuals have in indoor wayfinding and offers multiple levels of multimodal 

feedback. After an overview of the technical approach and implementation of the first pro-

totype of the ASSIST system, the results of two pilot studies performed with BVI individu-

als are presented – a performance study to collect data on mobility (walking speed, colli-

sions, and navigation errors) while using the app, and a usability study to collect user eval-

uation data on the perceived helpfulness, safety, ease-of-use, and overall experience while 

using the app. Our studies show that ASSIST is useful in providing users with navigational 

guidance, improving their efficiency and (more significantly) their safety and accuracy in 

wayfinding indoors. Findings and user feedback from the studies confirm some of the pre-

vious results, while also providing some new insights into the creation of such an app, in-

cluding the use of customized user interfaces and expanding the types of information pro-

vided. 
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Introduction 

World Health Organization (2019) estimated that at least 2.2 billion people have a vision im-

pairment or blindness globally. Although existing technologies (GPS) have been leveraged to 

provide outdoor navigation, there is a need for an assistive technology that aids these individuals 

in indoor navigation. Indoor navigation by blind and visually impaired (BVI) users requires in-

formation that is not accessible due to a lack of visual input. In sighted individuals, wayfinding 

in a novel environment is aided by landmarks that provide spatial location and/or task-relevant 

information. In such wayfinding, the goal is usually known; however, the spatial location of and 

path to reach this goal are unknown. As a sighted person walks through an environment to reach 

a goal, they search for visible landmarks to guide them to that goal. For individuals with vision 

loss, wayfinding based upon visual landmarks is impossible, and GPS is mostly unworkable 

inside of buildings due to its low accuracy indoors. In addition, BVI individuals lack the 

knowledge of their own position within a building’s floor plan and relative to salient features 

(stairs, door, elevators, etc.), and obstacles (Remmen and Toft, 2015). As a result, navigating 

inside buildings and public spaces is an extreme challenge, and up to 70% of BVI individuals 

avoid indoor spaces and rely on assistance from a sighted guide when they are required to do so 

(Jeamwatthanachai et al., 2019;  Miao et al.,  2011). 

  Wold and Padøy (2016) identified the needs of BVIs when navigating indoors. These 

included: determining one's walking direction, knowing one's position within a building, 

obtaining route information, knowing building information, and being able to detect obstacles. 

Miao et al. (2011) identified several additional points of information that should be provided to 

users, namely, descriptions of functional waypoints and direction changes 

("left/right/forward/back") in addition to information about the current position after entering a 
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new floor or area. Remmen and Toft (2015) also found that BVIs wished to be informed about 

locations of stairs, doors and elevators when navigating through complex buildings independent-

ly. These needs guided the design of our indoor navigation system. 

 From a general observation of the BVI community, we noted that the most popular tech-

nologies used are still long canes and guide dogs (Sato et al., 2019). From our studies and discus-

sions with OM professionals and BVI users, this may be due to a lack of consideration of user’s 

needs as well as low availability and production-readiness in new and upcoming technologies. 

We were unable to find any suitable existing commercial products for use in our navigation stud-

ies, which prompted us to develop our own testing system, ASSIST (an acronym for Assistive 

Sensor Solutions for Independent and Safe Travel). ASSIST is a mobile application (“app”) with 

a server component that leverages Bluetooth Low Energy (BLE) beacons in conjunction with an 

augmented reality (AR) framework to provide a narrative of wayfinding instructions, much like 

having a sighted person’s feedback during navigation. The highly precise positioning and navi-

gation provided by ASSIST is not only important to safely navigate a BVI user through a clut-

tered indoor environment such as a transportation hub in New York City; it also enables the po-

tential usages, such as guiding the user toward elevator buttons, door handles, or braille signs. As 

one example of a real-world need, in 2018, the Port Authority of NY&NJ issued a still open Re-

quest for Information (PANYNJ, 2018) to which we responded, exploring the possibility for dif-

ferent types of robotics and artificial intelligence (AI) technologies to meet their various needs, 

including customer service/wayfinding and traffic management.  

ASSIST also utilizes environmental annotations to provide even further information on 

static characteristics of the user’s current environment. These capabilities are combined and pre-

sented in a flexible and user-friendly app that can be operated using either touch or voice inputs. 
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It can be configured as needed by varying the level of feedback, allowing for a customized expe-

rience for each user. In order to evaluate the usability and performance of using ASSIST (the 

implementation of which was detailed in a conference paper) (Nair et al., 2018b), we conducted 

two user-centric tests with BVI users and blindfolded-sighted users, recording their (objective) 

performance and (subjective) experience with the app. In this paper, we give a brief overview of 

the system’s implementation for completeness and then focus on the user interface design and 

user evaluations. The main contributions of the paper include: (1) A user interface that provides 

options for varying levels of visual impairments and navigational ability. (2) A usability study 

that evaluated users’ opinions of ASSIST and provided subjective measures of the app’s usabil-

ity. (3) A performance study that evaluated whether ASSIST improved a user’s navigational per-

formance and provided objective measures of the app’s benefits. (4) An in-depth analysis of the 

studies with a presentation of findings that may be of use to researchers and developers in the 

space. 

Related Work 

Though accurate indoor positioning and navigation has been a popular area of research, it is still 

relatively underdeveloped compared to outdoor navigation systems (Real et al., 2019). Methods 

of indoor positioning have proposed the use of various technologies (Karkar & Al-Maadeed, 

2018; Real et al. 2019), including but not limited to the use of cameras on smartphones or other 

mobile devices (Mulloni et al., 2009; Caraiman et al., 2017), passive RFID tags (Ganz et al., 

2012; Chumkamon et al., 2008), NFC signals (Ozdenizci et al., 2011), inertial measurement unit 

(IMU) sensors (Ruiz et al., 2012; Sato et al., 2019) and Bluetooth Low Energy (BLE) beacons 

(Cheraghi et al., 2017; Sato et al., 2019; Murata et al., 2019).  

         Where passive RFID and NFC typically have significantly limited ranges (Ganz et al., 
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2012) and are commonly limited to proximity detection, BLE beacon signals can be detected 

several meters or more away, allowing for localization based on signal strengths. Furthermore, 

BLE is compatible with most consumer devices reducing the need for users to own specialized 

equipment. However, localization using BLE may be inaccurate. Nair et al. (2018a) found that 

positions returned using BLE localization tended to be very noisy and unreliable. With users, 

Ahmetovic et al. (2016) tested NavCog with 6 participants and found that the turn-by-turn navi-

gation paradigm was important. Among other findings, they also found that subjects tended to 

over-rotate when turning and that BLE localization accuracy was, at times, very low and contrib-

uted to missed turns for users. These findings suggest that more may be needed beyond BLE for 

highly accurate localization. 

Google Tango (which uses a 3D sensor and computer vision) has also been of interest 

with the most relevant project being ISANA, a context-aware indoor navigation system imple-

mented using Tango (Li et al., 2016); however, no user studies were performed. Kunhoth et al. 

(2019) provide a comparison of computer vision and BLE approaches. Although they did not 

explore a hybrid solution, the authors showed mixed benefits from both approaches. In another 

study, Nair et al. (2018b) proposed and tested a novel hybrid-based navigation system with BVI 

individuals as well as those with autism spectrum disorder and found that both groups positively 

rated the system, emphasizing the ability of a system to be personalized to each user’s and 

group’s unique needs. This study, though, focused on the technical approach to the system; thus, 

few details were provided on usability, and no performance study had been performed. However, 

the advantages of a hybrid approach to indoor navigation for those with visual impairments are 

worth exploring further, especially given the high accuracies that Nair et al. (2018a) found with 

this approach. For instance, augmented reality frameworks (such as Google Tango, its successor 
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ARCore, and its iOS counterpart ARKit) are natively compatible with the vast majority of mod-

ern smartphones. Furthermore, BLE has even wider compatibility. Thus, a hybrid system that 

combines both solutions (such as the one we test here) will allow for a universal solution that 

simply requires a recent smartphone and no additional hardware. 

Beyond the technical details, several studies have also involved evaluations with users 

and identified needs for these groups.  Abdolrahmani et al. (2017) present a study examining 

what kind of errors are acceptable to BVI users, and what kinds of errors are not acceptable. 

Such studies should help to guide what improvements need to be made in BVI assistive technol-

ogies.  Nair et al. (2018a) found that BLE and Tango-based hybrid navigation required signifi-

cantly fewer interventions when compared to pure BLE-based navigation. Their tests with 11 

participants also found that users perceived the hybrid system as better.  Sato et al. (2019) per-

formed three studies (and held a focus group) with users using NavCog3. They came to several 

conclusions, noting that providing high accuracy is important (especially for finding small tar-

gets such as elevator buttons) and that personalizing the information provided is helpful in reduc-

ing the cognitive load induced in the user while walking. Users in the study also noted that they 

wished to use the system to complement their existing navigational aids and that it afforded them 

a sense of independence. Through their own studies, Yoon et al. (2019) recommend designing 

for multiple levels of vision and considering differences in spatial information processing among 

users. Ahmetovic et al. (2019) suggested that the need for a user to be assisted may decrease with 

prior knowledge and experience of the route and that changing cues depending on the mobility 

aid that the user uses (e.g., obstacles using a guide dog vs. cane) may be helpful. Ganz et al. 

(2012) tested the PERCEPT system with 24 BVI users; they found that users desired distances in 

steps, wanted instructions to be adjusted based on user preference, and solely wanted to use a 
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smartphone (i.e., with no extra equipment). These findings suggest crucial considerations that 

must be taken into account when creating a navigation and wayfinding system for the blind and 

visually impaired. We considered these suggestions and findings, and present our new system in 

the following sections. 

Sensory Components and System Architecture 

This paper focuses on ASSIST’s interface and human subject studies performed using the app. 

We have, thus, relegated a detailed overview of the system’s technical components to Section S1 

of the supplementary material. 

In brief, ASSIST consists of two primary modules: location recognition via hybrid sen-

sors, and map-based semantic recognition. These two modules interact with each other to pro-

vide a user with enough information to guide them successfully to their destination while aug-

menting their understanding of the environment around them. Note that the app does not intend 

to replace a BVI user’s normal aids (e.g., white canes or guide dogs) for avoiding obstacles and 

finding doorways, heeding what previous studies have suggested (Sato et al., 2019). Rather, we 

simply aim to provide positional and situational information to enhance the user’s travel experi-

ence.  

ASSIST localizes mobile devices via a hybrid positioning method that utilizes BLE bea-

cons for coarse localization in conjunction with an AR framework (in the prototype for this pa-

per, Google Tango) for fine positioning. Note that, although Tango has been deprecated by 

Google, the underlying principles of 3D mapping and localization via device and pose estimation 

are applicable to other modern AR technologies. As such, our current work has focused on inte-

grating ARCore on Android and ARKit on iOS for newer prototypes of the ASSIST app (Chang 

et al., 2020). Alongside these localization capabilities, ASSIST uses existing floor plans to mark 
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the map with points of interest and perform related calculations (such as distance measurements). 

We also use these maps to annotate various static characteristics of the environment (e.g., doors 

and elevators), which are used to alert the user of these elements and incorporate them into navi-

gation. 

A client-server structure is used for ASSIST due to speed and scaling concerns (Figure 

1). The client (the app on the phone) provides the user with a multimodal interface on top of the 

onboard localization program. The server component forms the system’s core and contains all 

information that the app needs to operate properly. This allows our solution to scale-up to a large 

indoor facility such as the Port Authority Bus Terminal in NYC, a very complex transportation 

hub. Note that the app is able to download the required data when an Internet connection is 

available; thus, a connection is not necessarily needed when a user invokes navigation. 

User-Centric Navigation Experience 

ASSIST employs a user-centric navigation interface (Figure 2) by promoting a high level of con-

figurability. Both the type (i.e., audio, visual, and vibrotactile) and level (e.g., information densi-

ty and vibration intensity) of feedback can be adjusted to suit varying levels of disabilities.  

Multimodal User Interface & Feedback 

Previous work (Ahmetovic et al., 2019; Yoon et al., 2019) has demonstrated how varying levels 

of feedback benefit the users of BVI assistive systems, concluding that different users with vary-

ing levels of expertise benefit most from different levels of feedback. As such, our system pro-

vides options for varying levels for feedback. There are currently three options in the ASSIST 

mobile app: minimal, medium, and maximal. As the needs of BVI individuals vary over a spec-

trum, these options provide multiple densities of information to users. At one end of the spec-
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trum is the minimal level, which utilizes the least reactive feedback, providing simple audio 

guidance and vibrotactile alerts. The minimal level provides simple audio guidance and vibrotac-

tile alerts, which is intended to act as a basic option for everyone regardless of their disability 

status. In the  medium level, we use both the visual cues and vibrations. (e.g., flashing and chang-

ing colors on the screen) and   the “higher priority” event (e.g., the act of turning, or arriving at a 

destination) are signaled with increasing intensity. This is designed for low-vision individuals.  

The maximal option provides the densest amount of feedback and is designed for people who are 

totally blind. Feedback includes measures for course correction and guidance for ensuring that 

the user is facing the correct direction. In such a situation, ASSIST will pause the main naviga-

tion and, via audio cues, have the user slowly rotate, or move if needed, until they are correctly 

re-aligned with the path. Once this is achieved, the main navigation will resume. In our studies, 

since most users were totally blind, we gave them the highest level of feedback per their re-

quests. The level to use for the tests was changed if the user requested it. Table 1 shows a feature 

comparison between the three modes. 

Information Provided to Users 

In its base form, the system provides turn-by-turn instructions much like those that would be 

provided by a sighted guide (e.g., “In 50 feet, turn left,” “Now turn left,” “In 25 steps, you will 

arrive at your destination,” and “You have arrived at your destination: Cafeteria.”). These di-

rectives are repeated every 7.5 seconds to continually remind the user of their next step. If a user 

who requires it approaches within 10 feet (3 meters) of an obstacle or object of interest, they are 

informed of the type of object (“You are approaching a security door.”). When they approach 

an elevator, they are instructed to call the elevator and go to a specified floor (“Now call the ele-

vator and go down to the second floor.”). In its current form, ASSIST does not explicitly guide 
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the user to the elevator buttons though future work could focus on facilitating this. (During tests, 

the authors pressed the buttons for the users.) Note that instructions can be communicated in im-

perial (feet), metric (meters), or general (steps) units; step units were provided following user 

feedback (Ganz et al., 2012). The true step size can also be customized to each user via a small 

program within the app that updates step size in advance. 

Realignment of the user to the path is considered a major operation in that this event sus-

pends navigation while the user turns. When a user deviates more than 35 degrees from the next 

navigational node, the app instructs the user to stop walking and begin rotating (“Stop and begin 

rotating to your right.”). Every few seconds, this is repeated (“Continuing rotating to your 

right.”). When the user is finally aligned, they are instructed to resume walking forward (“Now 

stop rotating and begin walking forward.”).  

Implementation and Configuration on the Modalities 

We now describe specific implementation details of features across all three modalities. Note 

that specific parameters were picked as per the users’ feedback and extensive self-testing. 

 Speech for audio cues was implemented using the phone’s built-in text-to-speech func-

tionality. Many of these instructions are very similar to those found in popular outdoor naviga-

tion apps (e.g., Google Maps). We believed in keeping the instructions as simple as possible and 

thus opted for an announcement scheme that users may already be familiar with (for example, 

through their use of these apps outside or while riding in a car). 

Vibrotactile feedback was implemented to supplement the audio cues and was done so 

using the phone’s built-in vibration functionality. There were several situations where vibration 

feedback would be issued. In minimal mode, no vibrotactile feedback is issued (as it is optimized 

for those who do not require any assistance beyond simple verbal instructions). In medium mode, 
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extra vibrotactile emissions are added in the form of a one-second burst before alerts (e.g., when 

approaching a door). Maximal mode does not use any special visual cues as it is meant for those 

who are blind. Instead, it relies on more detailed vibrotactile emissions. In addition to the pre-

alert bursts found in medium mode, when a user is within 10 feet (3 meters) of a major naviga-

tional node, the phone begins vibrating in short 150ms bursts every 1.5s. When a user reaches 

the node and while the appropriate audio cue is being made, these bursts would get more fre-

quent (one every 200ms) for a short amount of time until the user satisfies the instruction (e.g., 

turns). 

Although not directly relevant for blind users, the app also includes a visual interface so 

that it is accessible to those who are sighted, including those with low vision (see Figure 2). The 

interface shows the current, upcoming instruction at the top alongside the distance to that instruc-

tion and an appropriate icon to symbolize the current (and next) instruction. The map takes up 

most of the screen, and the bottom panel shows the name of and the total distance remaining to 

the destination. 

In maximal mode, veering is detected using Tango’s built-in position and orientation 

functionalities. When the phone/user has pointed more than 35 degrees away from the next node 

on the route (as per Tango’s readings), the app will register this as a “veer” and pause navigation 

in order to direct the user to rotate towards that node again. The app also provides redundancy in 

its cues to users by communicating information via multiple modalities (vision, sound, and hap-

tics). In the app’s current state, the user cannot customize (or filter out) individual modalities. 

However, such functionality may be useful in future iterations of the app. For example, a user 

could opt to only use haptic feedback if they are in a noisy environment or one where they must 

maintain silence. This adds an additional level of personalization, especially if multiple actua-
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tors, sound sources, or screens are present. 

User Evaluations 

In order to evaluate the usability and acceptability of the ASSIST mobile app, we performed 

studies with blind & visually impaired users as well as (blindfolded) sighted users. Two types of 

tests were done: (1) A usability study was performed with BVI users to collect user evaluation 

data on the perceived helpfulness, safety, ease-of-use, and overall experience while using the 

app; and (2) a performance study was done with BVI and blindfolded-sighted users to collect 

data on mobility (walking speed, collisions, and navigation errors) while using the app. We used 

a Lenovo Phab 2 Pro (an Android smartphone with the Google Tango 3D sensor built-in). Users 

heard instructions through the phone’s onboard speaker, and the phone’s onboard vibration mo-

tors provided vibrotactile feedback. They did not use any other devices. These tests were per-

formed across two floors of a six-story building in New York City. The studies were approved 

by the Institutional Review Board of the authors’ institution. 

Usability Study  

Participants & Materials 

The usability study was performed with BVI users to collect user evaluation data on the per-

ceived helpfulness, safety, ease-of-use, and overall experience while using the app. A conven-

ience sample of eleven (11) adults who were diagnosed as totally blind, legally blind, partially 

sighted, or low vision were offered participation in this study. Table 2 shows the participants’ 

demographic data. We administered two surveys: a pre-experiment survey and a post-experiment 

survey. The pre-experiment survey included a demographic section, which asked the participants 
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to disclose their sex, age, and level of visual impairment. It also asked participants to rate their 

familiarity with smartphones as well as their overall difficulty (and strategies) in indoor naviga-

tion. The post-experiment survey assessed the perceived helpfulness, safety, ease of use, and 

overall experience of the navigation. The survey questions are listed in a table in the supplemen-

tary materials (Section S2), and many of the post-survey questions are based on a 5-point Likert 

scale (with 5 indicating strongly agree, 4 agree, 3 neutral, 2 disagree and 1 strongly disagree). 

Procedure 

All participants completed three walking paths, two of which included travel between floors. 

Figure 3 shows the paths used. All three paths ranged from 80 to 110 feet (24.3 to 33.5 meters) in 

total walkable distance and would each take around 5 minutes to complete (excluding time spent 

waiting for an elevator). The paths consisted of 3-7 turns (the exact number was dependent on 

the elevator taken), 1-3 doors, and 2 pillars in the immediate test area. During the tests, the au-

thors opened locked doors and called the elevator for the user once they were within a few me-

ters of each since, at the time of our studies, the app did not have functions to recognize door 

handles and elevator buttons. We chose these three paths in order to provide sufficient variety 

and opportunities for the user to acclimate to the app.  

Starting from a pre-defined location in each of the three paths, we asked participants to 

use the app to navigate to a pre-determined destination. Five participants opted to start naviga-

tion using the voice assistant. All participants opted to use the maximal level of feedback. Sub-

ject used their habitual mobility aids during testing: 2 subjects used their guide dogs and 9 used 

their canes. The purpose of these navigation experiments was to provide users with a test of the 

system in a  real-world environment. 
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Quantitative and Qualitative Results 

In the following, we will discuss the three aspects of the usability study: responses to the pre-test 

survey, responses to the post-test survey, and issues and limitations of the experiments.  

Pre-test survey. According to the results of the pre-survey, 73% of the participants relied 

on others for assistance while navigating inside a building. The nature of this assistance varied 

widely form help pushing elevator buttons to leading the subject the entire way to their desired 

destination. A majority (73%) of the participants found navigation within a familiar environment 

easy or very easy (see Figure 5a), with subjects reporting that they used auditory cues, mental 

maps, and landmarks to find their way around.  Within an unfamiliar environment, another ma-

jority (73%) of participants find navigation difficult or very difficult, with subjects mainly rely-

ing on other sighted people to assist them.  

Post-test-survey. After testing, 10 participants agreed that the app was helpful (all except 

P3), 9 agreed that they could easily reach a destination with the app (all except P3 and P5), and 

all 11 agreed that using the app was easy (see Figure 5b). In addition, the voice features of the 

app were very well received. All 11 subjects found the voice feedback helpful, and all 5 subjects 

(P6, P7-P11) who used the voice assistant to initiate navigation also found that feature helpful as 

well.  

During the tests, the app encountered some bugs; in these situations, we were forced to 

take some time to reset and reload the app. This prompted some participants to mark down the 

helpfulness of the app in the post-survey (P3 in particular reported this). Nevertheless, users had 

very positive impressions of the app. Many users appreciated the speech cues, saying that they 

were very clear and that the instructions were simple and obvious (P2, P4, P8 in particular). Us-

ers liked the vibration feedback, especially the uptick in the vibration frequency just before a turn 
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or other major directive (P10 in particular). They also praised the accuracy of the instructions in 

the context of their near-exact timings (for example, P8). 

Issues and limitations. Users also gave suggestions to improve the application. The app 

encountered a few bugs during the testing process. One such bug occurred if Tango was unable 

to “see” the environment when a  user inadvertently covered it with their finger. In these cases, 

navigation would freeze and would not update; in the post-survey, some users suggested alterna-

tive arrangements (such as using smart glasses or finding a way to attach the phone to the body) 

(P6). In another case, one user walked so fast that the app missed the target navigational node 

and did not update the instruction, effectively freezing navigation; here, the user suggested tak-

ing into account users’ varied walking speeds to avoid this issue (P5). Others wanted greater in-

teraction around elevators, including having the app help them find the buttons and even notify 

when the elevator doors open (P8). Finally, one user noted that some sort of functionality to alert 

them if they were about to bump into something would be helpful (P11). 

Changes made. After these usability studies, we made several changes to the app and 

system prior to the performance studies. We added reminders about doors and other important 

environmental features (e.g., elevators). We fixed numerous bugs, including the delay between 

Tango position updates that would cause a missed instruction. In addition, we added a novel 

(non-controlled) condition to the performance study for observation purposes that included the 

use of wrist-wearable, proximity-based, vibrotactile devices for the purpose of providing greater 

awareness for the user (Molina et al., 2015). 
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Performance Study 

Participants & Materials 

In the performance study, data were collected on mobility (walking speed, collisions, and naviga-

tion errors) while BVI and blindfolded-sighted used the app. Six (6) BVI users participated in 

this study: 5 used a cane and 1 used a guide dog along with he app. Eleven (11) sighted control 

subjects participated, blindfolded and allowed to use a long cane after becoming accustomed to 

the cane. While using blindfolded users is not ideal, we intended for the study to show both simi-

larities and differences between the two groups in using two aids simultaneously. 

Procedure 

Users were asked to repeatedly traverse a path that spanned across a single floor in three separate 

runs. The path (Figure 4) was 65 feet (~20 meters) long and consisted of a long corridor with 

three turns that took the user through three narrow doorways (the doors were propped open).  

The path, on average, took 1 to 2 minutes to traverse depending on the user’s normal walking 

speed. The main study covered two conditions: (A) Baseline (navigation with the user’s mobility 

aid and no other assistance including the app) and (B) ASSIST App (navigation with the user’s 

preferred mobility aid and the ASSIST app). We also added a third novel condition (C) for the 

sake of completeness: “post-training” (navigation with the user’s preferred mobility aid and the 

ASSIST app after they acclimated themselves to the app through the prior condition #B).  

In condition A, users used only their habitual mobility aid to assist them. In this condi-

tion, one of the authors would verbally give complete navigation instructions to the user for their 

destination before they started their run; this simulated a situation in which the user asked some-

one around them for directions (Section S3 of the supplementary material presents what was said 
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to the participant in this condition). In condition B, users used the ASSIST app (instead of verbal 

pre-journey instructions) alongside their normal mobility aid. By condition C, all users had some 

“training” with the app and the path; thus, we allowed the user to choose which aids they wanted 

to use for this run. All of our blindfolded users chose to use both the app and the proximity-

based, wrist-wearable vibrotactile devices (Molina et al., 2015) that would vibrate if the user 

veered too close to a wall or other obstacle, but not the cane. BVI users chose more complex op-

tions: one user chose to use her dog only (without the app), two chose to use their canes only 

(without the app), two chose to use the app plus their cane, and one chose to use his hand with 

the wrist-wearable vibrotactiles (but without a cane or the app). Here, we wanted to see the effect 

of familiarity on a user’s navigational ability; we also wanted to see what users would use once 

they “mastered” a path/environment. 

Conditions A and B were counterbalanced among users. Half of the participants per-

formed condition A first followed by B. The other half performed condition B, followed by A. 

Counterbalancing was done to reduce any bias caused by a learning effect across the first two 

conditions; thus, we alternated between using and not using the app first. Furthermore, the path 

directions of tasks A and B were reversed; that is, if a user followed the path forward in the first 

condition, they would follow it backward in the next (but we made sure that subjects were una-

ware of this by bringing users through several corridors and doors before bringing them back to 

the new starting point). In both protocols, users performed the novel “post-training” condition 

(C) last. 

The goal of the study was to concretely quantify navigation and walking performance 

with and without the app to see if there were noticeable improvements. We collected data on 

walking speed and navigational events (encounters), which comprise of (1) bumps into walls and 



 
 
 
Accepted Manuscript of an article published by Taylor & Francis in ASSISTIVE TECHNOLOGY, The Official Journal of RESNA, Accepted 08/04/2020 
https://doi.org/10.1080/10400435.2020.1809553 

 

18 

other obstacles, (2) wrong turns, and (3) needed interventions by the authors while using the app.  

We counted accidental bumps with walls, doors, and static obstacles such as pillars in an open 

space and tables on one side of the corridor. Sometimes, users intentionally used their canes or 

hands to touch the walls, which were not counted as events. Interventions meant some verbal or 

touch assistance when researchers felt there was imminent danger of bumping into an object, or 

when users lost their sense of direction. Identically to the usability study, we also performed a 

pre-survey and a post-survey. Events were recorded by hand; other raw data, including time 

spent on the path, was recorded using analytics functionality that we implemented into the app. 

Quantitative Results 

Basic statistics across groups and conditions can be seen in Table 3. Note that the number of 

events is the average among all participants in that group. A number under 1.0 indicates that 

many users did not have any errors or encounters. In summary, BVI users were, on average, 

much faster than blindfolded users across all three conditions. BVI users also averaged fewer 

total “events” per run across all three conditions, presumably due to existing experience with 

navigation without sight. Both groups’ average time and number of events per run decreased 

when using the app versus those runs when the app was not used.  

We performed statistical analyses (Wilcoxon signed-rank test and descriptive statistics) to 

determine the statistical significance of the time and event differences between using the app and 

not using the app; the raw results are listed in Tables 4-6. In brief, we found that: 

1. The overall time difference between condition A (not using the app) and condition B (us-

ing the app) was not statistically significant (Wilcoxon signed-rank test, p > 0.05). 

2. However, the difference in the number of “events” observed between the two conditions 

was statistically significant (Wilcoxon signed-rank test, p < 0.05). 
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Both conclusions hold when considering the data of all 17 subjects together as well as when con-

sidering BVI subjects and blindfolded subjects separately. We would like to note that, although 

performing statistical analysis on the results of 6 BVI users may not be very telling, we still in-

clude the results here for transparency. We also include some descriptive statistics for complete-

ness.   

The purpose of the novel condition C was to mimic real-world conditions, particularly 

with respect to the freedom of choice in mobility aids given to users. Although not controlled, we 

present the results of this condition here for completeness in addition to basic statistics in Table 

3. Interestingly, BVI users noticed a slight (1.3 second) average decrease in the total run time 

after “training” and with their aid of choice, whereas blindfolded users experienced a very large 

(18 second) increase. Furthermore, BVI users had a relatively smaller (0.4 events on average) 

increase in the average number of events per run (proportionally, a two-fold increase). By con-

trast, blindfolded users had a much larger (1.5 events) increase (a four-fold increase). We believe 

that the relative stability of these numbers for BVI users is due, in part, to their existing experi-

ence with blind navigation, especially when compared to our sighted-yet-blindfolded users. Fur-

thermore, BVI users chose a varied amount of aids that they were comfortable with for use in 

condition C. However, all of our blindfolded users unilaterally chose to use the app with some 

vibrotactiles (without the more “protective” cane) which is comparably much more difficult, es-

pecially for someone without existing experience in blind navigation. 

Conclusion and Discussion 

Here we would like to summarize the findings from these studies, with the limitations of our sys-

tem and studies in mind, in order to provoke ideas for future directions of research, development, 

and studies. 



 
 
 
Accepted Manuscript of an article published by Taylor & Francis in ASSISTIVE TECHNOLOGY, The Official Journal of RESNA, Accepted 08/04/2020 
https://doi.org/10.1080/10400435.2020.1809553 

 

20 

General Findings  

The studies recruited 11 BVI users for the usability studies and 6 BVI and 11 blindfolded users 

for the performance study. The app was generally very well received by all subjects, and the per-

formance study showed that the app reduced their navigation errors in a simple scenario (a long 

corridor). BVI subjects approved of the turn-by-turn voice feedback provided by the app and 

those who tried the voice assistant liked its simplicity. This confirms prior studies that app-based 

indoor navigation that uses a turn-by-turn paradigm is welcome in the BVI community (Ah-

metovic et al., 2016; Nair et al., 2018a; Nair et al., 2018b).  

Technologies versus Other Factors  

From a general observation of the BVI community, we noted that the most popular technologies 

used are still long canes and guide dogs (Sato et al., 2019). From our studies and discussions 

with OM professionals and BVI users, this may be due to a lack of availability of and experience 

(training) with new technologies. We were unable to find any suitable existing commercial prod-

ucts for use in our navigation studies, which prompted us to develop our own. Even ASSIST, our 

own app, has several known bugs (which occurred both in and out of our studies) and is not fully 

functional as a product. A fully reliable app needs a fleshed-out product development cycle, 

which we cannot afford to do as academic researchers. Developing a real-time, reliable, low- or 

no-cost, user-centric app needs not only the appropriate technologies in research and develop-

ment, but also related policies and new ADA compliance for buildings and facilities and market 

mechanisms to provide incentives to industry. 
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Additional Findings to Guide Future Researchers and Developers 

BVI Users vs. Blindfolded Users 

Even though recruiting blindfolded users was not ideal for the performance study, we observed 

some similarities and obvious differences when comparing them with blind and visually im-

paired users. Interestingly, both groups experienced a statistically significant improvement in 

reducing the number of navigational events when using the app. We also observed that both 

groups tended to walk relatively faster with the app (despite counterbalancing). However, blind 

users were generally braver and walked faster, both with and without the app. Blindfolded users 

(perhaps objectively closer to those who are newly blind) were much more hesitant; this group, 

therefore, generally took a longer time to travel and experienced more events. This possibly indi-

cates that the app should tailor its feedback and interfaces for BVI users at various stages of im-

pairment and is a point of further study.  

Is Accurate Guidance Needed? 

A vision-based method (e.g., using Tango) is much more accurate than a beacon-based method. 

Nair, et al. (2018a) state that this is a difference of 6.5 feet (~2 meters) on average versus about 

an inch (~2.5 cm). The error of beacon solutions could easily go as large as more than 10 feet (~3 

meters). This raises a question: Do we need inch/centimeter-level precision? The answer depends 

on both the task-at-hand and the approach we take. Our testbed lay in the very dense environ-

ment of New York City. Indeed, the available testable area for our studies of 1500 to 2000 

square feet (about 140 to 185 square meters) is not very large and was unfamiliar to all of our 

users. This required much more precise turning and veering as it proved to be very easy for a us-

er to bump into a wall or door. This is in stark contrast to the tasks of some previous works, 
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which took place in large campus-like settings (Ahmetovic et al., 2016; Murata et al., 2019); 

however, other studies (such as Sato et al., 2019) have also indicated that high accuracy is im-

portant for some other tasks. One of the authors of this paper experienced this first-hand while 

accompanying a BVI user off an NYC Subway train. The user was familiar with the location; 

however, by making a left turn a few meters too early, he went to the end of the train platform 

and almost walked off it, instead of walking to the long ramp he was used to. Thus, we believe 

that an accurate system is needed, at least in a dense, metropolitan area like NYC. This con-

firmed some previous studies (Nair et al., 2018a; Sato et al., 2019). The high accuracy of the app 

also would enable the accurate localization of stairs, doors and elevator buttons when navigating 

through complex buildings independently if recognition functions are provided. 

The Importance of User Feedback 

Our studies have shown that the design and execution of usability studies is paramount to the 

successful development of such an app. We took a two-pronged approach that consisted of a us-

ability and a performance study. Via this user-centered approach, we were able to understand the 

current experiences of BVI users in indoor navigation and were able to use that information to 

add new features and fixes to the performance study version of the app. Without their feedback, 

it would have been impossible to create an application that best serves the interests of visually 

impaired users while navigating indoors. Indeed, one subject noted that he “appreciated” the 

questions in the post-survey, and several subjects provided in-depth feedback and ideas that we 

took into consideration. 
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Table 1. Feature comparison of user interface feedback categories. An ‘X’ indicates that the fea-

ture listed in the leftmost column is present in that specific feedback mode.  

Interface Features Minimal Medium Maximal 

Speech announcements of all major instructions X X X 

Flashing of icons at major points  X  

Changing of colors on-screen  X  

Obstacle announcements  X X 

Haptic feedback (total)  X X 

Haptics: Single burst before major alerts/instructions  X  

Haptics: Continuous bursts before and at instruction point   X 

Veering correction   X 

 

Table 2. Participant demographics in the usability study.  

Subject number Visual impairment 
classification Age group Gender App feedback mode 

preferred 

1 Legal blindness 55+ Male Maximal 

2 Total blindness 35-44 Male Maximal 

3 Legal blindness 55+ Male Maximal 

4 Total blindness 55+ Male Maximal 

5 Total blindness 55+ Female Maximal 

6 Total blindness 45-54 Female Maximal 

7 Total blindness 25-34 Male Maximal 

8 Legal blindness 55+ Female Maximal 

9 Total blindness 55+ Male Maximal 

10 Total blindness 55+ Female Maximal 

11 Legal blindness 55+ Male Maximal 
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Table 3. Basic statistics across all three conditions and both groups. 

Condition Blind	and	visually	impaired Blindfolded 
Average	time	(s) Average	events Average	time	(s) Average	events 

A	(aid	+	no	app) 84.4 1.5 111.8 1.8 
B	(aid	+	app) 78.5 0.3 101.6 0.5 

C	(after	“training”) 77.2 0.7 119.6 2.0 

 

Table 4. Results of Wilcoxon signed-rank test and descriptive statistics for condition A (“no 

app”) and condition B (“with app”) for ALL subjects. Assume 95% confidence interval. (M = 

mean time(sec), SD = standard deviation (sec), n = sample size, W = test statistics (Wilcoxon’s 

W), p = probability value, Z = Z-value) 

	 No	App 
M 

No	App 
SD 

No	App 
n 

App 
M 

App 
SD 

App 
n W p Z 

time 102.1 33.8 17 93.5 34.3 17 47	 0.163 -1.397 
events 1.7 1.1 17 0.4 0.6 17 0	 0.002 -3.059	

 

Table 5. Results of Wilcoxon signed-rank test and descriptive statistics for condition A (“no 

app”) and condition B (“with app”) for BVI subjects ONLY. Assume 95% confidence interval. 

(Notations the same as Table 4.) 

	 No	App 
M 

No	App 
SD 

No	App 
n 

App 
M 

App 
SD 

App 
n W p Z 

time 84.4 25.1 6 78.6 21.6 6 6 0.345 -0.944 
events 1.5 0.8 6 0.3 0.5 6 0 0.043 -2.023 

 

Table 6. Results of Wilcoxon signed-rank test and descriptive statistics for condition A (“no 

app”) and condition B (“with app”) for blindfolded subjects ONLY. Assume 95% confidence in-

terval. (Notations the same as Table 4.) 

	 No	App 
M 

No	App 
SD 

No	App 
n 

App 
M 

App 
SD 

App 
n W p Z 

time 111.8 34.9 11 101.6 38.0 11 21	 0.286 -1.067 
events 1.8 1.3 11 0.5 0.7 11 0	 0.018 -2.366 
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Figure 1 – Illustration of ASSIST’s client-server structure. 
 

 

Figure 2 – Interface screens for ASSIST. From left to right: (a) home screen, (b) navigation inter-

face, (c) voice engine interface. 
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Figure 3 – Visualization of paths taken by participants during usability studies. Top panel map 

shows actual paths, path start/end points, directions of travel, and elevator and door locations for 

floor 1. The bottom-center panel map shows the same attributes on floor 2. A key explaining all 

symbols shown is presented in the bottom right of the figure.  

 

 

Figure 4 – Visualization of the path taken by participants during performance studies. The map 

shows the actual path, path start/end points, directions of travel, and door locations. A key ex-

plaining all symbols shown is presented on the right side of the figure. 
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Figure 5 – Survey results. (a) Existing difficulties in navigating. (b) Perceived qualities of the 

app. 
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Supplementary Material 1 (S1): ASSIST sensory component overview 

Location recognition via hybrid sensors 

We explored many methods for positioning a user indoors via their mobile device; however, two 

methods were of particular interest to us: Bluetooth Low Energy (BLE) beacons and Google 

Tango. Two related works using BLE to provide turn-by-turn navigation include GuideBeacon 

(Cheraghi et al., 2017) and NavCog (Ahmetovic et al., 2016; Sato et al., 2019). GuideBeacon 

uses BLE for primary localization with the device’s compass providing additional information to 

the wayfinding algorithm. NavCog is a smartphone-based “mobility aid” that provides turn-by-

turn navigation and information about nearby points-of-interest. The original NavCog relied only 

on BLE; however, more recent versions include IMU measurements. A recent work by Murata et 

al. (2019) introduces and tests a BLE + IMU system similar to NavCog. Compared to these past 

works, this study notably integrates RGB-D information for precise localization. Another Blue-

tooth-based system proposed the use of beacons as part of a system to provide the visually im-

paired with information about the topology of an approaching urban intersection (Bohonos et al., 

2007). BLE navigation methods have also been explored for specific BVI use cases, such as 

emergency evacuations (Cheraghi et al., 2019a) and the transition from indoor to outdoor naviga-

tion (Cheraghi et al., 2019b). 

Google Tango, which uses a 3D sensor and computer vision, has also been of interest; the 

most relevant project is ISANA, a context-aware indoor navigation system implemented using 

Tango (Li et al., 2016). Nair et al. (2018a, 2018b) proposed a method of indoor localization that 

involves combining both BLE beacon localization and Google Tango map learning to create a 

highly accurate indoor positioning and navigation system. Kunhoth et al. (2019) provides a com-
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parison of computer vision and BLE approaches. While they do not explore a hybrid solution, 

the authors show that mixed benefits from both approaches. This helps to motivate the possible 

advantages of a hybrid solution such as is presented here. 

Note that, although Tango has been deprecated by Google, the underlying principles of 

real-time 3D mapping and localization are also applicable to emerging AR technologies. Yoon et 

al. (2019) explores using a pure AR approach to BVI navigation, demonstrating this as a poten-

tial replacement to the RGB-D Tango component of our hybrid system. Our current work has 

been focused on integrating Tango’s successor, ARCore, into the system, and implementing an 

iOS version based on Apple’s ARKit framework, which provides very similar real-time 3D map-

ping functionality. In this paper, we will use Tango as an example to describe the technology. 

However, the results of our human subject studies are largely agnostic to the specific technology, 

and thus, the observed results can be transferred to newer prototypes using ARCore and ARKit. 

Despite BLE signals being easily attenuated and noisy, a prior study (Nair et al., 2018a) 

found that beacons were robust enough by themselves to approximate a user’s position (i.e., de-

termine a coarse location). Using it in a coarse localization step, the phone searches for all bea-

cons it can detect in a one second interval. Of the beacons it detects in this interval, the three 

strongest beacons are taken and run against a pre-built database of “fingerprints” for all of the 

areas in question, which are created in a preceding offline mapping phase during which strategic 

positions are chosen to fingerprint. The region in which we installed beacons and tested are two 

floors of a six-story building, with an approximate total testing area of 1500 to 2000 square feet 

(about 140 to 185 square meters). The accuracy in using beacons for localization is about 6.5 feet 

(~2 meters) on average. The task of installing the beacons was trivial; in our experiments, we 

installed beacons above ceiling tiles (and, thus, out of view) at 10- to 15-foot intervals (about 
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every 3 to 4.5 meters). Most of the time was spent registering the beacon signals at pre-defined 

locations with known coordinates, a task that could easily be done by non-experts. In our case, it 

took 5-10 seconds for each location, and overall, it took two days to build the fingerprint data-

base for the two floors of a large building that served as our testbed.  

Yet, some users, especially those who are BVI, require highly accurate (fine) positioning 

to avoid collisions with walls and other obstacles. Our early studies showed that it would be dif-

ficult for a user to navigate an unfamiliar and narrow space with relatively inaccurate and impre-

cise beacon localization. Thus, we investigated using Google Tango, which utilizes an RGB-D 

camera, that has been integrated into an Android device, to allow for device pose (orientation 

and position) estimation in a 3D environment (Li et al., 2016). Tango makes use of Area De-

scription Files (ADFs), which are feature maps of an indoor environment. It can use its onboard 

sensors to determine a device’s position within an ADF down to an inch (Nair, et al., 2018a). A 

single ADF may cover a single area of a floor, covering about 600 to 1000 sq. ft. (56 to 93 

square meters) per ADF.  

A main consideration for a hybrid solution is that it is not practical to use vision-based 

technologies for absolute localization in a large building using a mobile device since modeling 

and searching a large 3D model is computationally prohibitive. With a hybrid system, beacons 

are used to determine the approximate area that the user/device is located in. The area selected 

by BLE beacons is represented by a specific ADF that Google Tango uses to determine the us-

er/device’s exact position. Details of the hybrid localization algorithm and boundary-based ADF 

switching can be found in (Nair, et al., 2018b). Of note is the fact that building an ADF is a quick 

task, taking only a few minutes. Thus, it is reasonable to assume that a large building can also be 

mapped in a matter of just under a couple of days. 



 
 
 
Accepted Manuscript of an article published by Taylor & Francis in ASSISTIVE TECHNOLOGY, The Official Journal of RESNA, Accepted 08/04/2020 
https://doi.org/10.1080/10400435.2020.1809553 

 

35 

Map-based semantic recognition and alerting of static environmental characteristics 

Our system also utilizes pre-existing floor plans/maps of the area in question to mark the map on 

the interface, perform related calculations (such as distance measurements), and mark naviga-

tional nodes (along which a user will be guided) and checkpoints. We also use these maps by ex-

plicitly annotating them with various static characteristics of the environment (e.g., the locations 

of doorways and elevators) that are worth noting. We can then use these annotations to alert the 

user of these static elements and incorporate them into navigation. For example, when a visually 

impaired user approaches a door, the system can issue an advisory to the user, making them 

aware of the upcoming doorway. This concept is further prominently used in our system in the 

recognition of elevators, including the identification of the specific elevator that the user has en-

tered and subsequent start of navigation from the front of this same elevator door on the destina-

tion floor. It should be noted that such an annotated map can be generated automatically, as 

shown in Tang et al. (2016). 

System architecture and flow 

In our system design, we considered scaling issues in, for example, creating a system for a large 

transportation hub (such as the Port Authority Bus Terminal in New York City) or a large cam-

pus. For such a large area, it is not possible to save all of the models onto a user’s phone locally 

at once. We thus opted for a client-server architecture (Figure 1 in the main text). The client (the 

app on the phone) provides the user with a multimodal interface on top of the onboard localiza-

tion program. The server component forms the system’s core and contains all information that 

the app needs to operate properly, including but not limited to information about the map, Tango 

ADFs, coordinate transformations, and installed BLE beacon characteristics. Because of this, the 
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phone relies on the server and connects with it as needed (both inside and outside of navigation) 

to exchange the necessary information. 

This information exchange occurs very quickly, taking only about 100-300 ms (depend-

ing on the amount of data exchanged). These times are more than sufficient to provide a near re-

al-time reactive experience for the user and were seen on a standard Internet connection of about 

15 Mbps. Of course, the main risk is that an Internet connection might not be available. For this 

potential case, the required local models are downloaded in advance from the server when a con-

nection is available. Thus, when a user invokes navigation, an Internet connection is not explicit-

ly required. 
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Supplementary Material 2 (S2): Pre-survey and post-survey questions for usability 

study 

Pre-survey Post-survey 

What is your age and gender? (open-ended) 
How would you rate navigation with this app in compar-
ison to navigation indoors without an app? (5-point Lik-
ert scale) 

How would you classify your level of visual impair-
ment? (multiple choice) 

How would you rate the helpfulness of the voice feed-
back provided by the app? (5-point Likert scale) 

Have you ever been on the 4th and/or 6th floor of this 
building before? (multiple choice) 

Do you have any advice on how to improve the voice 
feedback? (open-ended) 

How would you rate your familiarity with smartphones? 
(5-point Likert scale) 

Please rate your level of agreement on the following 
statement: Using the app was easy. (5-point Likert 
scale) 

How would you rate your level of familiarity with An-
droid smartphones? (5-point Likert scale) 

Please rate your level of agreement on the following 
statement: I could easily reach a destination with the 
app. (5-point Likert scale) 

How frequently do you use your smartphone? (5-point 
Likert scale) 

Complete the sentence: I found the navigation app... (5-
point Likert scale) 

How frequently do you use your smartphone for naviga-
tion? (5-point Likert scale) 

How satisfied were you with the apps? (5-point Likert 
scale) 

How would you describe the level of difficulty you ex-
perience in navigating indoors within a familiar build-
ing? (5-point Likert scale) 

How would you rate the helpfulness of the voice assis-
tant in initiating navigation? (5-point Likert scale) 

How would you describe the level of difficulty you ex-
perience in navigating indoors within an unfamiliar 
building? (5-point Likert scale) 

Do you have any feedback on how to improve the voice 
assistant? (open-ended) 

How much do you rely on others for assistance? (5-
point Likert scale) 

How would you rate the helpfulness of the corrective 
turns? (5-point Likert scale) 

How often do you get lost? (5-point Likert scale) What changes (or additions) should we make to the app? 

How often do you get disoriented? (5-point Likert 
scale) 

What ideas (if any) do you have on how to better assist 
people in these situations? What can technology do to 
help you? (open-ended) 

How often do you end at the wrong place? (5-point Lik-
ert scale) 

What are other details can you share with us to help us 
understand the difficulties faced when navigating within 
a building? (open-ended) 

How do you currently find your way inside a familiar 
building? (open-ended)  

How do you currently find your way inside an unfamil-
iar building? (open-ended)  

How do you handle situations which require you to take 
an elevator? (open-ended)  

Who do you tend to ask for help when you get lost? 
(open-ended)  

What level of help do they provide? (open-ended)  
How long does it take you before you are famil-
iar/comfortable with finding your way around a build-
ing? (open-ended) 
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Supplementary Material 3 (S3) – “Non-App” Condition Instructions (Performance 

Studies) 

 

The following is a sample of the instructions given to participants in the performance study: 

“You will begin by walking forward from here. After about 20 feet, you should turn right, 

after which, you will enter a long hallway that's about 60 feet long. Towards the middle of this 

hallway, you will encounter a door, so please watch out for that. 

At the end of the hallway, you should turn right, whereupon you will encounter another 

door. Just a few feet past this door, you should turn right. You will need to go through one final 

door right after. Once you go through this final door, walk forward for a few feet and you will 

reach your destination.” 

 

 

  
 

 

 


