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SYSTEM AND METHOD FOR REAL-TIME
INDOOR NAVIGATION

RELATED APPLICATIONS

This application claims priority to U.S. Provisional Appli-
cation Ser. No. 63/174,067, filed on Apr. 13, 2021 entitled
“ASSIST: METHOD FOR MULTIMODAL ASSISTIVE
INDOOR NAVIGATION,” the entirety of which is incor-
porated by reference herein.

STATEMENT REGARDING FEDERALLY
FUNDED RESEARCH OR DEVELOPMENT

This invention was made with government support under
grant numbers 1827505 and 1737533 awarded by the
National Science Foundation. The government has certain
rights in the invention.

FIELD

The present concepts related generally to real-time navi-
gation technology, and in particular, indoor localization of
mobile electronic device users, especially users with special
needs.

BACKGROUND

According to data from the World Health Organization
(WHO) in 2019, there are at least 2.2 billion people, more
than a quarter of the world population, suffering from
various degrees of visual impairment or blindness. Among
those people, according to WHO’s World Health Report
published earlier, there were 285 million people with low
vision worldwide and 39 million people were suffering from
blindness. For these people, hereafter referred as blind or
visually impaired (BVI), as vision deteriorates, they often
rely on a cane or a guide dog to find their way. Although
these aids are helpful, they still face major challenges in
wayfinding and navigation, especially in an unfamiliar
indoor environment. The demand for a reliable indoor
navigation application using only mobile devices has
increased over recent years.

Many existing mobile applications rely on Wi-Fi for
localization, which often has inconsistent results due to
instability of Wi-Fi signals. Some applications also use
Bluetooth Low Energy (BLE) beacons and unique marks
(e.g., QR codes) around the facility, requiring expensive
pre-installation and maintenance and having limited accu-
racy in localization. In addition to the cost, applications
using computer vision often introduce large cumulative error
for navigation over longer distances. Importantly, most of
the indoor navigation applications target sighted users or
mobile robots exclusively. That is, BVI users lack access to
the necessary application functionalities for traveling safely
inside the building.

SUMMARY

In one aspect, provided is an indoor navigation system,
comprising: a modeling subsystem that processes multi-
modal data regarding a location, individually generates a
model of each of a plurality of overlapping local regions
subdivided from the location, and maps the model of each
region and a coordinate system of the model aligned with a
floor plan of the location; and a navigation subsystem that
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2

processes the model to plot a path at the location for
navigating a user along the path in real-time.

In another aspect, provided is a system for modeling a
building and navigating a user using a multimodal interface
on a smart device, comprising a modeling subsystem that
constructs a hybrid model of a location, the hybrid model
comprising (1) a floor plan for each floor in the location, (2)
at least one landmark at the location, and (3) Wi-Fi/cellular
signal strengths throughout the location, wherein the floor
plan for each floor is subdivided into at least a first region
and a second region with an overlapping region that covers
a portion of both the first region and the second region; an
online management system that receives and saves the
hybrid model; and a computer application stored and
executed on a smart device that downloads the hybrid model
from the web server to a smart device and plots a path from
a starting location to the destination using the hybrid model
for guiding the user of the smart device to the destination in
real-time.

In another aspect, provided is an integrated method for
modeling a building and navigating a user using a multi-
modal interface on a smart device, the method comprising:
constructing a hybrid model of a location, the hybrid model
comprising (1) a floor plan for each floor in the location, (2)
at least one landmark at the location, and (3) Wi-Fi/cellular
signal strengths throughout the location, wherein the floor
plan for each floor is subdivided into at least a first region
and a second region with an overlapping region that covers
a portion of both the first region and the second region;
uploading the hybrid model to a web service; downloading
the hybrid model from the web service to a smart device;
selecting a destination from the at least one landmark of the
hybrid model; determining a starting location of the smart
device; plotting a path from the starting location to the
destination using the hybrid model; and guiding the user of
the smart device to the destination in real-time.

In another aspect, provided is an integrated method for
modeling a building and navigating a human user using a
multimodal interface on a smart device, the method com-
prising: constructing a hybrid model of a location, the hybrid
model comprising (1) a floor plan for each floor in the
location, (2) at least one landmark at the location, and (3)
Wi-Fi/cellular signal strengths throughout the location,
wherein the floor plan for each floor is subdivided into at
least a first region and a second region with an overlapping
region that covers a portion of both the first region and the
second region; uploading the hybrid model to a web service;
downloading the hybrid model from the web service to a
smart device, and wherein navigating the user comprises
selecting a destination from the at least one landmark of the
hybrid model; determining a starting location of the smart
device; plotting a path from the starting location to the
destination using the hybrid model, and guiding the human
user of the smart device to the destination in real-time.

One or more of the following embodiments may include:
the guiding comprises providing visual feedback and audio
feedback to the human user, the guiding comprises provid-
ing tactile feedback to the human user, the location consists
of a single beacon for each region, the path is plotted using
real-time location accessibility data, the path is plotted using
user preference data that is specific to the human user, the
path is plotted using multimodal information.

In another aspect, provided is an online management
system stored and executed on a web server comprising: a
web application comprising (1) a database of the real-time
building service status with pre-defined landmarks, (2) a
database of the real-time user’s location in the building and
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user’s reported issues, (3) a database of a global map of the
building and multimodal information of each region, (4)
real-time communication with multiple databases, and (5)
integrating with building database or API servers if existed;
a building with at least one beacon in each region; and smart
devices that are carried through the building, the smart
devices being in real-time communication with the web
application.

In another aspect, provided is a method for building a
hybrid model of a location (e.g. a building), the method
comprising steps of: dividing a 2D floor plan of the location
into overlapping regions; installing or registering a BLE
beacon for each region; traversing, by a human user, a first
traversable path (such as a hallway) in a region of the
building along a first distance while the human user carries
a smart device, the smart device sensing the first distance
and orientation and build a 3D region model; stopping at a
certain destination (such as the door to a room, an elevator
car, or a stairway); identifying the landmark by the human
user on the 2D floor plan while the smart device sensing the
3D location of the same landmark in its current region
model; collecting path information automatically at every
time period (e.g. every second) by the smart device, the path
information comprising (1) 3D location of intermediate
landmarks and (2) Wi-Fi/cellular data connectivity of the
intermediate landmarks; determine essential landmarks from
all collected landmarks using the “essential” landmarks
extraction algorithm; aligning the 3D model with the 2D
floor plan using the piecewise alignment method; and saving
the 3D region model as soon as the human user confirming
finish modeling the region, to the online management sys-
tem.

One or more of the following embodiments may include:
the “essential” landmarks extraction algorithm comprising
steps of identifying the essential landmarks (e.g., turning
landmarks, user-identify landmarks); removing the unessen-
tial landmarks; adding intermediate landmarks between
essential landmarks that with a distance greater than distance
threshold; checking and replacing the redundant landmarks
(i.e., closely located landmarks); and adjusting the connec-
tions between the result landmarks.

The piecewise alignment method may comprise steps of
dividing the graph into triangles (with at least three essential
landmarks) using the user-identified landmarks and Delau-
nay triangulation method; estimating the mapping matrix
between the 2D floor plan and the 3D region model for each
triangle area; obtaining the automatically collected essential
landmarks’ 2D floor plan locations using the estimated
mapping matrix of the corresponding triangle; and connect-
ing the landmarks in the local region graphs into a global
graph of the building.

In another aspect, provided is a real-time localization and
navigation method using the online management system, the
method comprising steps of localizing a human user in a
region using the Bluetooth beacon information; download-
ing the 3D region model of the current region; searching and
selecting the destination by a human user; identifying the
user-preferences for the route by a human user; searching the
user’s accurate 3D pose (location and orientation) in the
current region model by matching the camera views with the
3D model; calculating the user’s actual location and orien-
tation in the floor plan using the piecewise alignment
mapping matrices; planning a traversable path using a
personalized path planning method; scheduling the down-
load tasks for the 3D region models of the regions in the path
and neighborhood regions by analyzing the Wi-Fi/cellular
data connectivity information from the online management
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system; updating the user’s pose through tracking and
matching by the smart device during navigation; transiting
to a new region model when the human user enters the
overlapping area between region; using the model transition
method to estimate the user’s pose before the correspon-
dence between the new region model and the real-world is
established; and tracking the user’s path and if the user goes
off track reminding the user to come back to the path or
update the route.

One or more of the following embodiments may include
the personalized path planning method comprises steps of
obtaining the real-time location service status from the
building status real-time database; determining the user
preference modifiers value based on the given user prefer-
ences; finding the nearest landmark to the current location;
connecting the current location to the nearest landmark;
searching the path between the current location to the
destination using the modified Dijkstra’s algorithm with
equation (2) and equation (3).

The local model transition method may comprise calcu-
lating the average of the moving distance of the last few
frames and extrapolating the user’s motion linearly to esti-
mate the user’s current location if is delays in loading the
new model; utilizing the previous region model camera pose
and model-to-world transformation matrix with the tracking
function of the smart device to estimate the user’s pose
before the match of the camera views to the new region
model is established; and refining the user’s pose as soon as
the match of the camera views to the new region model is
established.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a real-time indoor navigation
system, in accordance with embodiments of the present
inventive concepts.

FIG. 2 is a workflow diagram of the real-time indoor
navigation system of FIG. 1.

FIG. 3 is a workflow diagram of a data collection process
for modeling a local region of a building, in accordance with
embodiments of the present inventive concepts.

FIG. 4 is a workflow diagram of an online management
system, in accordance with embodiments of the present
inventive concepts.

FIG. 5 is a flow diagram of a method for indoor local-
ization that solves the model transition problem caused by
region segmentation, in accordance with some embodi-
ments.

FIGS. 6A-6F are screenshots of a graphical user interface
of a modeler electronic device, in accordance with some
embodiments.

FIGS. 7A-7C are screenshots of a graphical user interface
of a user electronic device illustrating an operation per-
formed during real-time navigation, in accordance with
some embodiments.

DETAILED DESCRIPTION

Conventional indoor navigation systems can allow a
smartphone user to navigate inside a building. For example,
Apple Computer, Inc. offers an augmented reality (AR)
platform for iOS devices, referred to as ARKit, which
applies a Visual-Inertial Odometry (VIO) technique to track
the world around Apple’s mobile devices, such as the iPad
or iPhone. ARKit can detect notable feature points in the
scene image seen by an iOS device’s camera, and the device
can determine its current movement by comparing the
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movement of these feature points across the video frames
with data from the device’s motion-sensing hardware, for
example, following the movement of feature points and
applying onboard motion detection technology to estimate
their position in three-dimensional (3D) space. However,
ARKit has a size limitation with respect to its working
model. For a large region, it is difficult to store all the
information in a single model. If the model is too large, it can
significantly impact localization performance. In addition,
the cumulative drift error will be increased with long-term
tracking in a large region. Another disadvantage of ARKit is,
before tracking in real space, ARKit asks the user to direct
a smartphone configured with a camera and an ARKit
application at a set of specified featured signs in the real
space. These signs such as a wall-mounted room number
plate must be pre-recorded in the corresponding model in
order to synchronize the real world and the model. This
process can be difficult for a visually impaired user to
perform. Google’s ARCore offers similar features as ARKit,
and suffers the same limitations. Neither of them was
designed for visually impaired people.

In brief overview, embodiments of the present inventive
concepts include systems and methods for performing mul-
timodal assistive indoor navigation operations using a smart-
phone or other mobile electronic device for any users,
especially for assisting people with special needs, such as
the blind and visually impaired (BVI) individuals who
require voice, vibration and/or visual interaction. In some
embodiments, the systems and methods integrate multi-
modal data, including floor plans, beacons, Wi-Fi/cellular
data connectivity, 2D/3D visual models, and user prefer-
ences, but not limited thereto. Instead of storing a single
model of a large spatial structure such as a building, the
present inventive concepts divide a large region into mul-
tiple small regions, referred to as local regions, and model
these regions separately. There may be overlap space
between neighboring regions. However, the coordinate sys-
tem of each model is aligned with the floor plan of the area
in a 2D global coordinate system. The modeler can use the
modeling application to set the region’s boundaries with a
beacon installed in each region before or after modeling the
region. Accordingly, BLE beacons or the like can be
installed at the region at any time so long as the beacon
identifier matches the corresponding region label or identi-
fier. Other methods for determining a user’s location in a
region may equally apply. For example, a QR code can be
generated by the system for each region for the user to scan
or Wi-Fi-based geolocation may be used by performing a
Wi-Fi scan.

As shown in FIG. 1, some embodiments include an indoor
navigation system 100 comprising a plurality of subsystems
10, 20, 30 that execute a hybrid modeling method to perform
real-time turn-by-turn navigation assistance using accurate
real-time localization over large spaces without requiring an
expensive infrastructure. In some embodiments, the subsys-
tems include a web server 22, a hybrid modeling subsystem
10, and a real-time navigation module 30.

The hybrid modeling module 10 performs a method
comprising region segmentation, interactive destination
annotations, and automatic landmark determination, which
involves the incorporation of Wi-Fi/cellular download speed
maps, floor plans, beacon maps, and visual models. The
hybrid modeling subsystem 10 generates a hybrid model of
a location, e.g., a structure such as a building. The model is
hybrid because it includes other modalities in addition to a
visual modality. The hybrid model is generated in portions,
for example, the location subdivided into local regions or
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other discrete units, and organizes the data in a graph
structure or the like, for example, constructed and arranged
with graph elements such as nodes representing destinations
and landmarks, and edges representing traversal paths
between nodes.

As shown in FIG. 2, the hybrid modeling subsystem 10
includes a graph construction and updating module 212, a
local region modeling processor 214, and a region segmen-
tation module 216, some or all of which may be imple-
mented in and executed by hardware, software, or a com-
bination thereof, for example, some or all of which can be
part of a smartphone 26 or other modeler electronic devices.
For example, the hybrid modeling system 10 includes one or
more special-purpose computer processors that collect rel-
evant data, such as a Wi-Fi/cellular data connectivity map,
a beacon signal strength map, a 3D visual model, for
example, including annotated destinations and landmarks,
while a modeler in communication with the computer pro-
cessors via a modeler electronic device 26 such as a smart-
phone walks through the building, and registers with the
floorplan of the building. The modeler can upload the
floorplan image from the modeler electronic device 26 in the
modeling app or web interface of the online management
system 20 (FIG. 4), which includes the web server 22.
Modeler can identify the real-world scale of the floor plan
either by directly inputting the scale or provide the real-
world distance (either in meter or feet) between any two
selected points from the floorplan image, for example,
shown in FIG. 6F.

The graph construction and updating module 212 receives
and processes region model data from the local region
modeling processor 214 and floor plan data from the region
segmentation module 216 to generate a multimodal graph,
which in turn is stored at the web server 22 for receipt by a
path planning module 238 of the navigation subsystem 30.
The graph construction and updating module 212 constructs
a local graph for each region model generated by the local
region modeling processor 214, and the local graphs are
connected for each floor, and between floors into a global
map, for example, in the form of a global graph.

The local region modeling processor 214 generates the
region models for output to the graph construction and
updating module 212 are used to locate the user’s current
position in the building. The modeling process is completed
on each floor with multiple local region models generated
each time.

The region segmentation module 216 processes data
corresponding to multiple smaller areas or regions into
which a large area is divided. For example, a corridor
outside a room may be divided into six regions. One beacon
or related electronic sensor may be installed for sensing the
environment at each region. The beacon is constructed and
arranged to identify the region where the user is located so
that the mobile device can identify the region model to be
loaded.

In addition, an overlapping space can be added between
region boundaries to avoid repeated switching models by
accident when a user walks across around the region bound-
ary. To align the 3D visual model and the floor plan of the
area in a 2D coordinate system, i.e., in the model and
real-world coordinate systems, respectively, the application
graph construction and updating module 212 uses an affine
transformation or the like to account for the location accu-
mulating nature of the local 3D visual model. The match
coordinate computations may be performed in the web
server 22, or the modeling application of the mobile device.
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During operation of the hybrid modeling subsystem 10, a
user with the modeler electronic device 26, referred to as a
“modeler,” can walk around a building of interest and
interactively mark destination points using a modeling inter-
face displayed on the device 26 along with information
about the destination, such as the location type, accessibility
for visually impaired people, etc. While the modeler is
moving around the building, the application automatically
collects the location information, including the Wi-Fi/cellu-
lar signal strength and the geolocation features. All the
collected information is output from the modeler’s mobile
electronic device 26 to the hybrid modeling subsystem 10 to
model the regions of the floor. The application can integrate
existed beacons or other location sensors of the correspond-
ing region, or return proposed locations to install new
beacons near the important landmarks if no sensors are
available. The modeling process is completed on each floor
with multiple local region models generated each time.
Ideally, each region requires one beacon device or related
sensor. After the modeler finishes scanning a floor, all the
region models and their connections with the global map are
output to the web server 22 for storage. The modeler can
repeat the process for each floor until the building is com-
pletely modeled, or at least sufficiently modeled for the
modeler.

In some embodiments, the modeler inputs information
(including name, type, and accessibility data) to the modeler
device 26 for a destination when the modeler is physically
in front of the destination. This information is used for route
planning. For example, stairs may often be recorded as a
landmark. Although elevators have same functionality as
stairs and are more accessible, the location of stairs relative
to elevators needs to be recorded to offer an accessible
detour for BVI users. Some salient “landmark” locations are
also important for navigation and are recorded even though
they maybe not refer to any accessible destinations.
Examples include a fire extinguisher or a sign on the wall
that both have unique visual features and are permanent on
the way to destinations. Selecting destinations and salient
landmarks is the only interactive part performed by the
modeler.

An automatic “essential” landmarks extraction algorithm
is applied to make the modeling process simpler and handier
for the modeler. While the modeler 26 moves about a region
of interest, such as a floor of a building, the application will
automatically collect the information about intermediate
landmarks (e.g., position, download speed, etc.) until the
recording of the next destination. The essential landmarks
extraction algorithm executed by the hybrid modeling mod-
ule 10 identifies essential landmarks (e.g., a turning point)
between the two destinations. If the distance between two
essential landmarks is long, the algorithm will select several
unessential landmarks between these two landmarks and
record them as landmarks. For example, if the distance is 10
m, the system will select 3 unessential landmarks. The above
process will be repeated from one destination to another
until modeling is finished for a whole area. In some cases,
as the modeler 26 might travel a path more than once to
label, or identify, any missing destinations, there will exist
closely located landmarks that consider as duplicates. Thus,
after the modeler 26 finishes labeling all the destinations of
the area, all the selected landmarks are checked to remove
redundancies and adjust the connections between the result
landmarks.

In some embodiments, the indoor navigation system 100
includes the online management system 20 (FIG. 4) con-
structed and arranged according to a client-server architec-
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ture, which may include a combination of the web server 22
or the like and client electronic device(s) 24 that allows the
scaling of the system 100 to a large area such as a college
campus with multiple buildings, a skyscraper, and so on. In
some embodiments, the client-server architecture includes
multiple databases hosted in the cloud where the data are
stored, for example, shown in FIG. 4. The web server 22
may also operate to provide a communication channel
between a client electronic device 24 and the databases. A
client electronic device 24 may be a smartphone, laptop
computer, or other computer having a display, hardware
processor, memory storage, and one or more input/output
devices. The client-server architecture allows scaling by
lazy-loading the models generated by the hybrid modeling
subsystem 10 according to beacon signals and/or adjacent
region proximity. The adjacent region proximity is the
distance between the user’s current location and the closest
point of an adjacent region, and the value will be adjusted
based on whether a planned route existed.

In some embodiments, as shown in FIG. 4, the hybrid
models generated by the special-purpose computer proces-
sors of the hybrid modeling subsystem 10 are saved at the
web server 22, which in turn may be in a cloud computing
environment and downloaded to the client electronic
device(s) 24 upon request by the user, or otherwise when the
stored data is requested or required. The hybrid model data
may include the graph, 3D visualized model, transformation
matrices, and/or other information needed for path planning
and determine user’s real-time location in a local region.

The web server 22 can also store a beacon strength map,
connectivity map, or other configuration data that includes
information on the building, which can be provided to the
navigation subsystem 30 for determining a path. For
example, a beacon strength map may store data regarding
the identification, strength, or other information from bea-
cons positioned at the regions identified in a floor plan or the
like. For example, the corridor of a floor of a building may
be divided into six regions. One beacon can be positioned
for each region to determine which region the user is in. The
client electronic device 24 can activate the application to
receive a display that illustrates which region where the user
is in by checking the strength information of the detected
beacons, which allows the application to know which model
to download from the web server 22. The web server 22 can
include an interface to a personal computer, smartphone, or
other user electronic device that permits building managers
to manage the building information and track a user’s
real-time location without requiring computer programming
skills.

In some embodiments, the mobile electronic device 24
stores and executes a computer application that provides
turn-by-turn indoor navigation information for BVI and
other individuals with voice, vibration and visual interac-
tion, using the onboard sensors of the mobile electronic
device 24, for example, an iPhone or an Android smart-
phone, while in electronic communication with the online
management system 20. The mobile device application
stored and executed at the device 24 can provide voice
navigation for step-by-step moving directions and guided
visual, audio, and/or tactile information, such as audio
instructions for a blind user, pointers for a low vision or
other sighted user (see for example FIG. 7B), incorporating
vibration to remind the user to make the turn. The mobile
device application can also auto-correct the path when users
begin walking in the wrong direction. With high-accuracy
position detection, adjustable paths, and easy-to-follow
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guidance, the system 100 allows people with BVI and
people with traveling challenges to travel independently and
safely indoors.

The navigation subsystem 30 includes a real-time local-
ization and navigation module 232, a destination selection
and region detection module 234, a task scheduling module
236, and a path planning module 238, some or all of which
may be implemented in an executed by hardware, software,
or a combination thereof.

After the visual model of a local region is downloaded to
the user’s smartphone 24, a visual matching module will
localize the user accurately in the region by matching the
camera views of the user electronic device 24 with the
2D/3D model. The visual matching module executed in the
smartphone 24 can include instructions (visual on display,
audio, tactile, or a combination thereof) to guide the user on
how to move the smartphone device to match the down-
loaded visual model. The path planning module 238
executes an adaptive path planning algorithm that receives
multimodal region model data from the hybrid modeling
subsystem 10, which may be stored at the web server 22, and
takes the visual, connectivity, real-time location status such
as construction data and user preference information into
account in planning a path for the user’s current location to
the selected destination. The task scheduling module 236
executes a scheduling algorithm to download visual models
of neighboring regions from the web server 22 considering
connectivity information.

For example, a planned route processed by the navigation
submodule 30 may entail several overlapping regions. As
described herein, different regions correspond to their
respective models stored at the web server 22. While navi-
gating, the system 100 can download the corresponding
model of the region from the web server 22 to the path
planning module 238 through the guidance of the task
scheduling module 236 when Wi-Fi/cellular data connection
is strong. However, some of the regions may not have a
strong signal connection. To address this, the system 100 can
download the models of the poor network connection
regions in advance when the user is in regions with the
excellent network connection so that the user does not need
to stop and wait for downloading when entering the new
region. Data on download speeds, signal strength, and the
like can be detected and stored at web server 22, and used
by the task scheduling module 236, described in greater
detail below.

The real-time localization and navigation module 232
receives and processes 2D/3D visual modeling data, for
example, ARKit models generated by the modeler 26 and
stored at the web server 22 and also receives and processes
route information from the path planning module 238 to
generate and output real-time information and navigation
instructions to the client electronic device 24. Although
ARKit models are described by way of example, other
2D/3D visual modeling tools may be used to generate
relevant region models.

The destination selection and region detection module
234 receives a selected destination from the client electronic
device 24. A user can enter the destination as text or speech
input, and may also enter path selection preferences. The
destination selection and region detection module 234 can
also process the user’s current region determined using
beacon signals or the like, i.e., from beacons located at the
respective region(s) and output start and target location
information to the path planning module 238 in turn gener-
ates a route that is suitable for the user according to the user
preferences and the global map stored at the web server 22
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and provided by the web server 22 as part of multimodal
graph data to the path planning module. In some embodi-
ments, the global map contains all the building’s informa-
tion and connections among various building’s regions,
including destinations, landmarks, etc. For navigation, the
global map will be used to determine the path, while the
multimodal region models are used to locate the user’s
current position in the building. The task scheduling module
236 can determine the downloading tasks for the regional
models with consideration for the route and the WiFi/
cellular strength of each region. The computer memory can
store the region models required for navigation, and allow
for scaling to a number of mapped interior regions.

In some embodiments, the indoor navigation system 100
includes distinct user interfaces (not shown) for navigation
include visual, audio, and/or haptic displays for different
targeted users. User-friendly interfaces are designed for
sighted users to easily search for the destination and receive
real-time information and navigation instructions from the
navigation subsystem 30 in both visual marks and voice
instruction. In some embodiments, voice user interfaces or
the like communicate with features of the user device 24
designed for visually impaired users. Accordingly, voice
instructions and warnings for obstacle detection frequency
can be adjusted based on the user’s level of vision loss.

For example, as shown in FIGS. 7A-7C the graphical user
interface (GUI) on the client electronic device 24 can
display or otherwise communicate the user’s current loca-
tion, including an identity of the region of the use, by the
client electronic device 24 detecting the beacon with the
strongest signal strength. The application executed on the
client electronic device 24 can download a corresponding
model from the web server 22. Downloading models ad hoc
keeps the system 100 lightweight, as it only stores in
memory the region models required for navigation, and also
allows for scaling to an arbitrary number of mapped interi-
ors. With the downloaded region model, the device’s camera
can capture images, and processing the images to find and
match pre-defined landmarks in the 3D visual model, for
example, an ARKit region model. The application uses the
information to align the coordinate system of the camera, the
3D visual model, and the 2D floor plan data to convert the
coordinates of the user’s location from the camera so that the
application can subsequently ask the user the destination of
navigation by synthesized voice, text, tactile, or the like.

A planned route may involve several regions of a building
or other indoor location of interest for navigation. As
described above, different regions correspond to their
respective models and all these models have been stored in
the web server 22. While navigating, the client electronic
device 24 may download a corresponding model of the
region where the user is in from the web server 22 via Wi-Fi
or cellular data connections. However, in cases where there
are poor network connections, it is preferable that the client
electronic device 24 download the models of the regions
with a poor network connection in advance during a time
when the user is at a region with a suitable network
connection for downloading data. A download speed heat
map can be generated at the modeling subsystem 10.

FIG. 3 is a workflow diagram of a data collection process
300 for modeling a local region of a building, in accordance
with embodiments of the present inventive concepts.

When modeling a region, a spatial visual model is gen-
erated (302) while the modeler 26 scans the region for
collecting feature points. For example, modeling tools such
as ARKit include visual tracking and plane detection tech-
nology to create feature points, which are used to place
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models on the scene and to have the models anchored to
their surrounding region. The feature points represent
notable features detected in the camera image. Their posi-
tions in a 3D coordinate space are extrapolated as part of an
image analysis process performed by the hybrid modeling
subsystem 10 which are provided to the navigation subsys-
tem 30, in some embodiments by the web server 22 storing
the position data, to accurately track the device’s position,
orientation, and movement. The modeling application 26
can also collect (304) the 3D location data of a landmark in
the model coordinate system on a predetermined basis, for
example, every second, tracking the movement and location
of the path of the modeler 26 during this operation. The
application can also benchmark network download speed or
other connectivity data, for example, every 5 seconds by
computing the received data in the 5 second interval from
the network adapter or the like with the strongest signal
strength in each area detected by the sensors at the respective
area. The process can be repeated until the modeling is
completed. Each automatic landmark is assigned the most
recent detected download speed or relevant connectivity
feature.

The modeler 26 can input (306) the destination or key
landmark information to the local region modeling processor
214 when the modeler 26 is physically at the destination by
selecting the location from the floor plan displayed or other
communicated from the modeler’s electronic device 26. The
key landmarks are the locations essential for navigation,
such as stairs, elevators, and so on, and/or obstacles or
congested areas that may be difficult for BVI users to follow
the predetermined path to reach the desired destination.

After modeler 26 denoted completed modeling the region,
for example, by selecting the “Finish Modeling” button
shown in FIG. 6D, the modeling application stops region
data collection (312) and calculates transformation matrices
that map the region visual model using the destination and
key landmark coordinate pairs (314) provided in the model
and the floor plan, for example, performed by the region
segmentation module 216. As described above, a process for
extracting essential landmarks (316) is applied to remove the
unnecessary automatically collected landmarks. The land-
mark extraction algorithm first finds the essential landmarks,
e.g., turning points, between two locations or key landmarks
and incorporates additional unessential landmarks if neces-
sary if the distance between two essential landmarks is too
long. The selected landmarks are filtered to remove land-
marks that are too close together to be considered distinct
and to add intermediate connections between landmarks.
After removing unselected intermediate landmarks, the local
region graph (318) is formed with nodes, i.e., destinations
and selected essential landmarks that contain identity, coor-
dinates, Wi-Fi connectivity, and accessibility information,
and connected by edges as traversable paths. A modeling
application cache (320) or other data storage device can
receive and store the data required for modeling a building,
for example, a large multi-floor building, including the
ARKit models, beacon information, 2D floor plan, connec-
tivity information, and destination/landmark information
required for a multimodal graph for use in a personalized
route planning algorithm (described below). The modeling
application cache (320) may be part of the mobile device for
storing local graphs of one or a few modeled regions.

In some embodiments, destinations and selected interme-
diate landmarks output from the local region modeler pro-
cessor 214 at step 316 are defined as nodes of the multi-
modal graph with visual, connectivity and beacon
information for the route planning algorithm. The graph
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construction and updating module 212 executes in the graph
construction step 318 and a local graph is constructed for
each region model, with the nodes of the graph representing
destinations and essential landmarks, which are connected
by edges as traversable paths. Each local graph has an
overlap area with its nearby local graphs, where the nodes in
the overlap area will be automatically connected with
closely located nodes. If the node is along the edge between
two nodes, then it will also be connected with these two
nodes. Eventually, all the local graphs are connected into a
global graph (i.e., the global map) representing a floor or
even a building. Instead of performing a global alignment of
each whole region model (a local graph) with the corre-
sponding parts of the floor plan, in some embodiments, the
method automatically divides each local graph into triangles
with vertices as the selected landmarks with corresponding
3D model coordinates and 2D floor plan coordinates. Thus,
the coordinate system of each 3D visual model triangle by
triangle is aligned with the floor plan of the area in a 2D
global coordinate system to allow more accurate localization
without drift. For example, a building is segmented into a set
of regions according to a combination of boundary infor-
mation on the floor plan of a region of interest from the
region segmentation module 216, a corresponding ARKit
spatial visual model, mapping data between the model
coordinate system and the floor plan coordinate system, and
the local graph corresponding to the region of interest. Each
local graph includes a set of vertices or nodes and a set of
edges or connections connecting to neighboring nodes in the
region as well as other regions as traversable paths. Each
node of the set of vertices or nodes is represented according
to a combination of node identity data such as destination,
key or essential landmark, node coordinates in the model
and in the world, Wi-Fi/cellular data connectivity informa-
tion at the node, accessibility of the node, e.g., stairs,
elevators, obstacles, etc., and edges as traversable paths to
and from the node. The global graph of the building includes
the set of all local region graphs and connections between
the regions. The global graph is updated when a new local
model is generated. The hybrid modeling subsystem 10 can
also identify neighboring regions by comparing the region
boundaries and connect the two closest points of the neigh-
boring regions. For example, a current modeling region can
be connected with previously modeled region(s) on the same
floor that have overlap area with the current region by
comparing the region boundaries. The nearest nodes in the
overlap area of the two regions will be connected in the
global graph.

As previously described, the multimodal data collected in
the hybrid modeling stage is stored at the web server 22,
passing through the modeling application cache (320) on the
mobile device. As described herein, the web server 22
supporting the client-server architecture is a core component
for connecting the hybrid modeling subsystem 10 and navi-
gation subsystem 30 and providing indoor navigation fea-
tures in numerous locations and for multiple users. For
example, the web server 22 stores all models’ information
received from the hybrid modeling subsystem 10 to a
multimodal graph database 406, which is constructed and
arranged in the cloud for storing the global graph data for
multiple locations such as buildings.

As shown in FIG. 4, some embodiments of the online
management system 20 include two real-time databases 402,
404 that contain user travel records and building status,
respectively, a database 406 that contain the multimodal
graph of the modeled buildings, and a location service
information database 408 if provided by the building man-
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agers. The multimodal graph database (MMGD) 406 can
combine the stored region models with multimodal data,
maps, landmarks, Wi-Fi/cellular data connectivity maps,
beacon maps) and a global map that contains all the build-
ing’s information and connections among various building’s
regions (including destinations, landmarks, etc.). For navi-
gation, the global map will be used to determine the path,
while the multimodal region models are used to locate the
user’s current position in the building.

The web application 28 executed at a computer can
exchange data through the web server 22 with the databases
402-408, for example, via API calls or the like, to operate as
a management platform for building managers to manage
building information, oversee real-time location service
status, and user locations.

In some embodiments, the building of interest, i.e., for
modeling, has its database that is constructed and arranged
to store the real-time location service data (e.g., availability
of a room, service updates of the transportation, promotions
of the retail stores, etc.). Here, the online management
system 20 will retrieve this kind of data from the location
service information database (LSID) 408. In other embodi-
ments, as shown in FIG. 4, the online management system
20 will retrieve this kind of data from our building status
real-time database (BSRD) 404. The online management
system 20 also retrieves the building’s multimodal graph
created at the hybrid modeling subsystem 10 from the
multimodal graph database MMGD 406 and integrates with
the location service status displays in the management
platform 28. Users such as building managers can update the
landmark information and service status on the management
platform 28. All updates will be synchronous in the MMGD
406, BSRD 404, and the navigation application on the user’s
client electronic device 24. As described herein, the navi-
gation application can include some or all components of the
real-time navigation module 30 shown and described in FIG.
2. Accordingly, when the user device navigation application
is described, reference may be made to features of the
real-time navigation module 30. The navigation application
will automatically send the user’s location to the user travel
records real-time database (UTRRD) 402 every minute as
the user device 24 is in a navigation mode, as well as send
any user report issues (e.g., issues with local infrastructures,
request for help). For example, as mentioned above, the
UTRRD 402 stores travel records, which can be processed
for future analysis to determine a travel pattern that could be
useful for the building manager to modify the building
structure or other usage such as path planning for future
users. In some embodiments, emergencies may arise where
this be processed to notify rescuers to know the people’s
location. The current design is that these data are directly
sent to the database from the navigation application run in
the mobile device, so no subsystem needs to process that
data besides directly saving it to the database. These data can
be retrieved through web server 22 for a different purpose.
As the UTRRD 402 receives any new data, it will trigger the
management platform 28 to update the users’ locations and
display the user-reported issues. Building managers can
validate the user-reported issues and the real-time users’
locations and service status can be further used to analyze
the user behavior or detect any potential risk factors.

The region segmentation modeling method described
above brings a new challenge regarding a model transition.
When a user walks from one region to another, the indoor
navigation system 100 needs to switch from the model of the
previous region to that of the new region, and it takes time
to align a camera view of the new region to the new spatial
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visual model. Before the new model has not been matched
yet in the new region, the correspondence and relationship
between the coordinate system in the new model and the
camera coordinate system in the global real world cannot be
established.

To address the foregoing, the system 100 uses the rela-
tionship between the previous visual model and the real
world (the floor plan), and the continuation of the tracking
to maintain the user’s localization before the first successful
matching in the new region. FIG. 5 is a flow diagram of a
method 500 for indoor localization that addresses and solves
the abovementioned caused by region segmentation, in
accordance with some embodiments.

During a transition (502) when the system 100 switches
and loads the new region model at time t,, the system 100
processes the previous region model-to-world transforma-
tion matrix (M,, ) with the camera pose relative to the
previous model (M(.m]") to provide the correct user’s pose
(504) in the overlappe'd area between the two regions. As the
user leaves the overlapped area, the model-to-world trans-
formation matrices cannot provide the correct user’s pose if
it has not found matches of its camera views to the new
region model. However, in this case, the world tracking
functionality of the tracking smartphone or the like still
operates, which provides (506) a camera pose (M') at current
time t relative to the camera pose at initial model switch time
t, in the new model, instead of relative to the new visual
model. The system 100 uses the following equation to
determine the user’s pose (508) during this transition period:

M'=M,

mpw

(e))

In case of delays in loading the new model that causes the
world tracking functionality will not work, the average of
the moving distance of the last few (e.g., 10) frames can be
calculated and extrapolate the user’s motion linearly to
estimate the user’s current location. As soon as the appli-
cation matches the camera view to the new region model, the
application will refine the user’s pose with the new model’s
information.

Elements of Dijkstra’s algorithm (E. W. Dijkstra et al., “A
note on two problems in connexion with graphs,”
Numerische mathenatik, 1(1):269-271, 1959) incorporated
by reference herein can be implemented and executed by the
path planning module 238 for path planning purposes, by
finding the shortest path from a single source node to all
other nodes in a weighted graph, whether directed or undi-
rected. Typical Dijkstra’s algorithm implementations use
distances as weights. In the modified algorithm of the
present inventive concepts, the system 100 not only consid-
ers the distance between two linked nodes in the graph
constructed above but also other attributes, such as model
download speed S, the level of BVI accessibility impedi-
ment A, real-time location accessibility R, of each node and
each edge, and user preference modifiers a, b, and c:

1 r
M, "M,

Weights[v]=Weights[u]+Distance[u,v]*Cost(u,v)+a*A

(V)+R(v) 2)

In equation (2), Weights[i] stores the least cumulative
weight from the initial node to node i, and u and v represent
connected and adjacent nodes. Assume that Weights[u] is
known, such that determining Weights[v] in equation (2)
requires adding the computed edge length Distance [u, V]
scaled by Cost(u, v), and BVI accessibility difficulty A(v) at
the node scaled by user preference modifiers a, and modified
by the real-time location accessibility R(v) at node v. If node
v is a regular landmark, then A(v) will be 0. The real-time
location events, such as elevator maintenance or construc-
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tion, will affect the value of R(v) of the associated nodes. If
there is no real-time event associate with node v, then R(v)
will be 0. The cost of the edge between nodes u and v in
equation (2) is affected by the average download speed S
between nodes u and v and the path accessibility difficulty
A(u, v), and is defined as

Cost(u,v)=1+b/S(u,v)+c*A(u,v) 3)

For BVI users, impediments include stairs, doorways, con-
gested areas, turning points around a node, and obstacles
such as furniture or plants, but not limited thereto.

Referring again to the task scheduling module 236 of FIG.
2, in some embodiments the module 236 executes an algo-
rithm that integrates a download speed heat map with the
adaptive path planning algorithm executed by the path
planning module 238. Since the system 100 can obtain the
network connection of each region according to the down-
load speed heat map, the system 100 can do the download
of models adaptively. For example, if the network speed is
sufficient in the current region, the system 100 will down-
load all the models of other regions involved in the planned
route for the user and those regions with poor network
connection have priorities. However, if the network is too
slow to download the current region model to a local storage
device and the model has not been pre-downloaded, then the
system 100 will generate a message that is output to the user
device 24 to ask the user to stop and wait until the download
is completed in order to avoid reducing the accuracy of
localization. Before the user enters a new region, the task
scheduling module 236 will check if the new region model
is in local storage, if not, it will not switch the model until
the download is completed. Nevertheless, the system 100
can still continue to provide positioning information in the
vicinity of the new region by using the information from the
previous model and the current model’s world tracking
functionality to predict user’s motion. When user enters a
new region, the system 100 will use the tracking results
provided by the visual tracking functionality to check if new
region matches with the current path from the planned route.
If these two results don’t match, then the user might have
seriously deviated from the planned route. In this case, the
system 100 will first obtain the new region through the
beacon system, then download and align the corresponding
model, before rerouting to the destination.

The hybrid modeling subsystem 10 with 2D & 3D visual
models, connectivity maps, and landmark information will
be useful not only for indoor navigation, but be useful for
facility management and maintenance. For example, using
the connectivity maps, the facility owners can optimize the
use of the space depending on user’s need in Wi-Fi and
cellular data. This can also be useful to upgrade the cyber-
infrastructure support for the facility. The 2D/3D and seman-
tic data (destinations and landmarks) would be also useful
for renovation and design analysis of buildings. A hybrid
model can also be used for virtual tours such as for educa-
tional, training and entertainment purposes.

FIGS. 6A-6F are screenshots of a graphical user interface
(GUI) of a modeler electronic device, in accordance with
some embodiments.

FIG. 6A is a screenshot view 610 of the listing of
registered buildings that a modeler can select from. When
registering a new building, building information such as the
building name, number of floors, address and floor plans are
input. Although the building information is shown as being
entered to the modeling device 26, it can alternatively be
entered through the online management system 20. The
selected building permits the modeler 26 to divide an area,
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for example, a floor of the selected building, into local
regions and set the boundary for each region, for example,
shown in the screenshot 620 of FIG. 6B. The modeler 26 can
walk around each pre-defined location region to scan the
spatial data and record destinations and key landmarks, and
can enter landmarks, barriers, and so forth as shown in the
screenshot 630 of FIG. 6C, along with location identities and
accessibility information. While the modeler 26 is scanning
the region, the application automatically collects informa-
tion such as Wi-Fi/cellular strength and geolocation features.
After the modeler 26 scans the region and collected data, the
region graph is constructed and saved at the web server 22.
As shown in the screenshot 640 of FIG. 6D, the modeling
process of the region is highlighted, and a user can select
whether the modeling process is completed. As shown in
FIG. 6E, the application 650 displays the floor plan after
modeling, allowing the modeler 26 to adjust any pre-defined
destinations and landmarks interactively, building associa-
tions between the floor plan and the local visual models. As
shown in the screenshot 660 of FIG. 6F, the floorplan scale
can be measured, and any two points can be selected to enter
a distance between them.

FIGS. 7A-7C are screenshots of a graphical user interface
of a user electronic device 24 illustrating a navigation
operation performed by the system 100, in either an explo-
ration mode (without a destination selected) or a navigation
mode (when a destination is selected), in accordance with
some embodiments. In particular, FIG. 7A illustrates the
user device GUI 24 displaying an interface with a full screen
floor plan map in a free move map mode selection FIG. 7B
illustrates the user device GUI 24 displaying an interface of
the live camera view with augmented signs and a map insect.
The views shown in FIGS. 7A and 7B are available regard-
less of whether a destination is selected. When a destination
is selected, the full screen map mode of FIG. 7A and the
insect screen map mode of FIG. 7B can be referred to as a
navigation mode. When a destination is not selected, the
modes of FIGS. 7A and 7B can be referred to as an
exploration mode. FIG. 7C illustrates the user device GUI
24 displaying an interface in a route planning in the real-time
navigation mode. In some embodiments, the user interface
displays of FIGS. 7A-7C are produced by a route planning
algorithm weighted by user preference and hazard potential,
with consideration of the Wi-Fi/cellular download speed
along a proposed path.

During user navigation, the application on the user’s
smartphone 24 provides the indoor navigation for sighted
users and BVI users, and the different user interfaces are
designed to increase the system’s accessibility and user-
friendliness. When the user opens the application in any of
the modeled buildings, the user’s initial or current region
will be determined using the beacon signals. A route is
planned based on user selected preferences, i.e., the path
planning module 238. A model download request is sent to
the web server 22 based on the planned route and Wi-Fi/
cellular strength signals of each region, i.e., the task sched-
uling module 236. Using speech or text input, the applica-
tion executed at the user electronic device 24, e.g.,
smartphone, can assist users to locate their desired destina-
tion along with their path selection preferences. The system
can then obtain the real-time location status and plan a
suitable route for the user through the global map through
the real-time localization and navigation module 232.

The model download scheduler 236 can determine the
downloading tasks for the regional models with consider-
ation for the route and the Wi-Fi/cellular strength of each
region.
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When a user opens the application for the first time, the
application destination selection and region detection mod-
ule 234 gets to know which region the user is in, by simply
detected the beacon with the strongest signal strength, and
asks the user for the destination of navigation in a synthe-
sized voice. Then the application can download a corre-
sponding model from the web server 22. With the down-
loaded region model, the camera inside the user device 24
begins capturing images. Once a new image is captured, it
is processed to find and match pre-defined landmarks in the
3D visual model. Then the application uses this information
with the corresponding region model-to-world transforma-
tion matrix to align the coordinate systems of the camera, the
3D visual model and then the real-world floor plan so that it
can convert the coordinates of the user’s location from the
camera to the world.

When a visually impaired user enters a new place, BLE
beacons will be used to put the user in a small local region,
and the system 100 will audibly ask the user to scan the
surroundings slowly for localization guide the user to find a
landmark pre-defined in the local region model. First,
instead of using beacons with either complicated trilatera-
tion or fingerprinting method in our previous work to
achieve an accuracy of a few meters, we will only install
beacons or use existing beacon systems already installed to
pinpoint the region (typically within a 20x20-m? region).
Then, the procedure will ask the user to tilt the phone up or
down a certain degree to ensure the phone remains upright,
then will ask the user to keep this position and move the
phone around slowly to detect landmarks. We can obtain the
tilt information through the visual tracking and matching
function on the user device 24. If landmark detection was
successful, the method will obtain the current position of the
user by an algorithm based on this landmark. If unsuccessful
after two periods (one period is seven seconds, and the value
can be set), the system 100 will ask the user to turn left and
the process will restart. If the user turns a circle (i.e., after
three left turns or six periods) and a landmark has not yet
been detected, the method will ask the user to move to
another place to start the above process again.

Voice guidance is very useful for blind users when they
are walking in an unfamiliar place. To make sure these users
get navigation information, the system 100 will repeat
navigation instruction every 2 meters by default and user can
adjust the frequency of navigation instruction. Turn left or
turn right is key information for navigation instruction. The
system 100 will notify users to prepare to turn and walk
slowly at 1 meter before the turn. The voice and vibration
remind the user when it is time to turn and to stop the turn.
The system 100 will guide users to make the correct turning
angle before giving the next instruction. When the user is
close to the destination, the system 100 will tell the user the
specific distance to the destination until the user is directly
in front of it. At this point, the navigation ends, and the free
move context is restored.

After a user is localized, i.e., guided by the device camera
until a landmark at a location of interest is established, the
application of the mobile device 24 can transition to a visual
user interface 700A in a map mode 701 shown in FIG. 7A,
which includes a current position 702 of the user device 24.
Information such as landmarks 703, or obstacles, destina-
tion, crowds, doors, stairs, and so on can be displayed on the
map. AR assets 704 of the key landmarks will also be
displayed on the live view. In a navigation test shown in
FIG. 7B, a real-time camera view 711 of the current location
shown in the insect screen map view 712 with a portion of
the map 701 shown in FIG. 7A, including the current
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position 702 and a destination 705 predetermined by the
user. Insect screen map view 712 can be interchangeable in
the exploration mode and navigation mode with respect to
the full screen view 701 of FIG. 7A. Arrows 713 or other
animated objects can be displayed on the live view 711 to
guide the user visually, for example, 3 steps forward, left
turn, etc. The footer 714 can include a drop-down menu
destination selection, which when selected can transition the
application to the route planning view 700C shown in FIG.
7C. Here, displayed is a turn-by-turn navigation field 721, a
start position 722, a destination position 723, a rendering of
a planned route 724, and an exit navigation button 725. The
navigation field 721 can display information about one or
two steps ahead of the current position.

For BVI users, the user device 24 can include an audio-
tactile interface. When a blind user enters a new location, the
application can be configured to automatically ask the user
to scan the surroundings for localization and to guide the
user to find a landmark pre-defined in the model. Navigation
information can be provided via audio and/or tactile devices
of the user device 24.

While the invention has been described with reference to
certain embodiments, it will be understood by those skilled
in the art that various changes may be made and equivalents
may be substituted for elements thereof to adapt to particular
situations without departing from the scope of the disclo-
sure. Therefore, it is intended that the claims not be limited
to the particular embodiments disclosed, but that the claims
will include all embodiments falling within the scope and
spirit of the appended claims.

What is claimed is:
1. An integrated method for modeling a building and
navigating a user using a multimodal interface on a smart
device, the method comprising:
constructing and using a hybrid model of a location, the
hybrid model comprising (1) a floor plan for each floor
in the location, (2) at least one landmark at the location,
and (3) Wi-Fi/cellular signal strengths throughout the
location, wherein the floor plan for each floor is sub-
divided into at least a first region and a second region
with an overlapping region that covers a portion of both
the first region and the second region, including:

dividing a 2D floor plan of the location into the overlap-
ping regions;
traversing, by a user, a first traversable path in a region of
the building along a first distance while the user carries
the smart device, the smart device sensing the first
distance and orientation and build a 3D region model;

stopping and identifying a predetermined destination, and
wherein during modeling, the method further com-
prises:

collecting path information automatically at every time

period by the smart device, the path information com-
prising (1) 3D location of landmarks and (2) Wi-Fi/
cellular data connectivity determining essential land-
marks from all collected landmarks using a 1
landmarks extraction algorithm;

aligning the 3D region model with the 2D floor plan using

a piecewise alignment method; wherein the piecewise
alignment method comprises:

dividing the graph into triangles with at least three essen-

tial landmarks using the user-identified landmarks and
Delaunay triangulation method;

estimating the mapping matrix between the 2D floor plan

and the 3D region model for each triangle area;
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obtaining the automatically collected essential landmarks’
2D floor plan locations using the estimated mapping
matrix of the corresponding triangle;
connecting the landmarks in the local region graphs into
a global graph of the building;

storing the 3D region model as soon as the user confirm-
ing finish modeling the region, to the online manage-
ment system;

the method further comprising:

uploading the hybrid model to a web service;

downloading the hybrid model from the web service to a

smart device, and wherein
navigating the user comprises;

selecting a destination from the at least one landmark of

the hybrid model;

determining a starting location of the smart device;

plotting a path from the starting location to the destination

using the hybrid model; and

guiding the user of the smart device to the destination in

real-time.

2. The method of claim 1, wherein the path is plotted
using real-time location accessibility data.

3. The method of claim 1, wherein the path is plotted
using user preference data that is specific to the user.

4. The method of claim 1, wherein the path is plotted
using multimodal information.

5. The method as recited in claim 1, wherein the land-
marks extraction algorithm comprises:

identifying essential landmarks;

removing the unessential landmarks;

adding intermediate landmarks between essential land-

marks that with a distance greater than distance thresh-
old;

checking and replacing the redundant landmarks; and

adjusting the connections between the result landmarks.

6. The integrated method of claim 1, wherein during
modeling wherein a coordinate system of the 30 region
model is aligned with the 20 floor plan of the location in a
global coordinate system.

7. The integrated method of claim 1, further comprising:

generating a model of each of the first region and the

second region; and

processing region model data from a local region mod-

eling processor to generate a local multimodal graph
for each model.

8. The integrated method of claim 1, further comprising:

segmenting the location into the first and second regions

according to a combination of boundary information on
the floor plan.

9. The integrated method of claim 1, further comprising:
providing turn-by-turn indoor navigation information in the
form of voice, vibration and/or visual interaction.

10. The integrated method of claim 1, wherein the model
includes a hybrid model comprising a local region of the
floor plan, at least one landmark at the local region, and a
wireless fidelity (Wi-Fi) or cellular signal strength at the
local region.

11. The integrated method of claim 1, wherein the hybrid
model is generated in according to the location subdivided
into the local regions and constructed and arranged with
graph elements representing destinations and landmarks,
and edges representing traversal paths between graph ele-
ments.

12. An integrated method for modeling a building and
navigating a user using a multimodal interface on a smart
device, the method comprising:
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constructing and using a hybrid model of a location, the
hybrid model comprising (1) a floor plan for each floor
in the location, (2) at least oen landmark at the location,
and (3) Wi-Fi/cellular signal strengths throughout the
location, wherein the floor plan for each floor is sub-
divided into at least a first region and a second region
with an overlapping region that covers a portion of both
the first region and the second region, including:

dividing a 2D floor plan of the location into the overlap-
ping regions;
traversing, by a user, a first traversable path in a region of
the building along a first distance while the user carries
the smart device, the smart device sensing the first
distance and orientation and build a 3D region model;

stopping and identifying a predetermined destination, and
wherein during modeling, the method further com-
prises:

collecting path information automatically at every time

period by the smart device, the path information com-
prising (1) 3D location of landmarks and (2) Wi-Fi/
cellular data connectivity determining essential land-
marks from all collected landmarks using a landmarks
extraction algorithm;

aligning the 3D region model with the 2D floor plan using

a piecewise alignment method;
storing the 3D region model as soon as the user confirm-
ing finish modeling the region, to the online manage-
ment system, the method further comprising:
uploading the hybrid model to a web service;
downloading the hybrid model from the web service to a
smart device, and wherein navigating the user com-
prises:

selecting a destination from at least one landmark of the

hybrid model;

determining a starting location of the smart device;

plotting a path from the starting location to the destination

using the hybrid model; and

guiding the user of the smart device to the destination in

real-time, wherein a navigation subsystem performs
steps comprising:

identify the region user located using corresponding

method, such as Bluetooth beacon information, Wi-Fi
signal strength, QR code scanning;

scheduling the download tasks for the 3D region models

the models using the model download scheduler
planning a traversable path using a personalized path
planning method;

updating the user’s pose through tracking and matching

by the smart device during navigation;

calculating the average of the moving distance of the last

few frames and extrapolating the user’s motion linearly
to estimate the user’s current location if is delays in
loading the new model;

utilizing the previous region model camera pose and

model-to-world transformation matrix with the track-
ing function of the smart device to estimate the user’s
pose before the match of the camera views to the new
region model is established; and

refining the user’s pose as soon as the match of the camera

views to the new region model is established.

13. The integrated method of claim 12, wherein during
modeling wherein a coordinate system of the 30 region
model is aligned with the 20 floor plan of the location in a
global coordinate system.
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14. The integrated method of claim 12, further compris-
ing:

generating a model of each of the first region and the

second region; and

processing region model data from a local region mod-

eling processor to generate a local multimodal graph
for each model.

15. The integrated method of claim 12, further compris-
ing:

segmenting the location into the first and second regions

according to a combination of boundary information on
the floor plan.

16. The integrated method of claim 12, further compris-
ing: providing turn-by-turn indoor navigation information in
the form of voice, vibration and/or visual interaction.

17. The integrated method of claim 12, wherein the model
includes a hybrid model comprising a local region of the
floor plan, at least one landmark at the local region, and a
wireless fidelity (Wi-Fi) or cellular signal strength at the
local region.

18. The integrated method of claim 12, wherein the hybrid
model is generated in according to the location subdivided
into the local regions and constructed and arranged with
graph elements representing destinations and landmarks,
and edges representing traversal paths between graph ele-
ments.
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